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ω[i] = ω[i, i] = xi and ω[i, i − 1] = ε. In Huang-Wen [9], we gave an algorithm for
counting the number of repeated palindromes in F[1, n] (the prefix of F of length n).
In this paper, we calculate the number of repeated palindromes in F[n1, n2], denoted
by Num(n1, n2). Without causing confusion, we omit “repeated”. A natural idea
is that we consider two functions: (1) the number of palindromes in F[1, n2], (2)
the number of palindromes whose first letter occurs in F[1, n1]. But unfortunately,
Num(n1, n2) is not equal to the difference between the two functions.

The calculation method adopted in this paper is based on the exact structure
of the derived sequence of the Fibonacci word F, and the structure of palindromes
in F. The main tool of study the derived sequence is “kernel word” in Huang-
Wen [7]. Denote by δm the last letter of Fm for m ≥ −1, then δm = a if and
only if m is even. The mth kernel word of F is defined as Km = δm+1Fmδ−1

m for
m ≥ −2, which is also called singular word in Wen-Wen [17]. Let Ker(ω) be the
maximal kernel word occurring in factor ω. Let L = |F[n1, n2]| = n2 − n1 + 1 and
m = min{m | fm ≤ L ≤ fm+3 − 2}. Then there exist several palindromes with
kernel Kh (h = m,m+ 1,m+ 2) satisfying Occ(ω, p) < n1 and Pos(ω, p) > n2.

In order to calculate Num(n1, n2), we only need to consider sequences Numpos
≤m,

Numocc
≤m and Numm. For n ≥ 1 and L ∈ {fm..fm+3 − 2}
Numpos

≤m[n] = #
{
(ω, p) | Ker(ω) = Kh, −1 ≤ h ≤ m, Pos(ω, p) = n

}
;

Numocc
≤m[n] = #

{
(ω, p) | Ker(ω) = Kh, −1 ≤ h ≤ m, Occ(ω, p) = n

}
;

Numm[L, n] = #
{
(ω, p) | Ker(ω) = Km,

Occ(ω, p) ≥ n, Pos(ω, p) ≤ n+ L− 1
}
.

Thus the number of repeated palindromes in F[n1, n2] is

Num(n1, n2)

=
∑
h=−1

#
{
(ω, p) | Ker(ω) = Kh,Occ(ω, p) ≥ n1,Pos(ω, p) ≤ n2

}
=

m−1∑
h=−1

#
{
(ω, p) | Ker(ω) = Kh,Pos(ω, p) ≤ n2

}
−

m−1∑
h=−1

#
{
(ω, p) | Ker(ω) = Kh,Occ(ω, p) ≤ n1 − 1

}
+

m+2∑
h=m

#
{
(ω, p) | Ker(ω) = Kh,Occ(ω, p) ≥ n1,Pos(ω, p) ≤ n2

}
= ΣNumpos

≤m−1[1, n2]− ΣNumocc
≤m−1[1, n1 − 1] +

m+2∑
h=m

Numh[L, n1].

(1.1)

We will prove all of the three sequences are the Fibonacci words in Sections 3-5.
So we can give the expressions of the enumeration questions using the Zeckendorf
numeration system. Besides that, we give some basic notions in Section 2, and give
the main result and an example in Section 6.
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2. Basic notions

The calculation method adopted in this paper is based on the exact structure of
the derived sequence of the Fibonacci word F, the factor spectrum tiling, and the
structure of palindromes in F.

2.1. The Derived Sequence.
The definitions of both the return word and derived sequence are from Durand [2].

Recall that ωp denotes the pth occurrence of ω, and Occ(ω, p) denotes the position
of the first letter of ωp in F. Let Rp(ω) = F[Occ(ω, p),
Occ(ω, p+1)−1] be the pth return word of ω. Denote by Hω the set of return words
over factor ω ≺ F. Then the Fibonacci word F can be written in a unique way as
a concatenation F = F[1, h − 1]R1(ω)R2(ω) · · · where Rp(ω) ∈ Hω and F[1, h − 1]
is the prefix of F occurring before the first occurrence of ω. Let us give to Hω

the linear order defined by the rank of the first occurrence in F. This defines a
one to one and onto map Λω : Hω → {1, . . . ,Card(Hω)} = Nω, and the sequence
Dω := Λω(R1(ω))Λω(R2(ω))Λω(R3(ω)) · · · . This sequence of alphabet Nω is called
a derived sequence of F. Notice that we omit the prefix F[1, h − 1]. Wen-Wen [17]
and Huang-Wen [7] characterized the exact structure of the derived sequence of the
Fibonacci word F. More precisely, Wen-Wen [17] proved that for any kernel word
Km ∈ F (a special type of factors) the derived sequence {Rp(Km)}p≥1 is still a
Fibonacci word; and Huang-Wen [7] proved that for all factors ω ∈ F the derived
sequence {Rp(ω)}p≥1 is still a Fibonacci word.

2.2. The factor spectrum and the factor spectrum tiling.
Huang-Wen [7–11] introduced and researched “the factor spectrum”. As a new

tool, the definitions of the factor spectrum in these papers are different in details.
Essentially, the factor spectrum consider two variables: factor variable and posi-
tional variable. In this paper, we visualize the number of repeated palindromes in
F[n1, n2] with factor spectrum tiling. We believe that by analogous arguments we
can visualize some more enumeration questions with factor spectrum tiling.

2.3. The Structure of Palindromes.
Let PF be all palindromes occurring in F. Huang-Wen [9] gave the structure of

palindromes in F. Any palindrome with kernel Km can be expressed uniquely as

(2.1) Km+1[i+ 1, fm+1]KmKm+1[1, fm+1 − i] = Km+3[i+ 1, fm+3 − i],

where 1 ≤ i ≤ fm+1 and m ≥ −1.

Proposition 2.1 (Properties 3.1 and 3.3 in Huang-Wen [9]).
For m ≥ −1 and p ≥ 1,

(1) Pos(Km, p) = pfm+1 + (⌊ϕp⌋+1)fm − 1; in particular, Pos(a, p) = p+ ⌊ϕp⌋
and Pos(b, p) = 2p+ ⌊ϕp⌋.

(2) Let ω be a palindrome with kernel Km satisfying Expression (2.1), then
Pos(ω, p) = Pos(Km, p) + fm+1 − i = (p+1)fm+1 + (⌊ϕp⌋+1)fm − i− 1 for
1 ≤ i ≤ fm+1.
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2.4. The Zeckendorf numeration system.
In the Zeckendorf numeration system, natural numbers are represented as sums of

Fibonacci numbers [18]. Recall fm = |Fm| be the Fibonacci numbers for m ≥ −2.
Ignoring leading zeros, any natural number N can be written uniquely as N =∑∞

i=0 difi, with digits di = 0 or 1, and where didi+1 = 11 is not allowed. We write
Z(N) = dM · · · d2d1d0. For instance, Z(6) = 1001, since f3 = 5, f0 = 1, see Dekking
[1]. Define inverse mapping of Z(n) = dM · · · d2d1d0 that (dM · · · d2d1d0)F =∑M

j=0 djfj . For instance, (1001)F = 6.
Now we list some classical conclusions based on the Zeckendorf numeration sys-

tem. We will use the Zeckendorf numeration system to rewrite the algorithms of
enumeration questions into expressions.

Proposition 2.2. Let ρ be a Fibonacci word over alphabet {RA, RB} with prefix
R0 where |RA| = fm+1 and |RB| = fm for m ≥ −1.

When n > |R0|, let Z(n− |R0|) = dMdM−1...dm+1dm...d1d0, then

(1) there exist N := (dMdM−1...dm+1)F ’s return words {RA, RB} in ρ[1, n],
omit the last return word (maybe incomplete or equal to the empty word ε);

(2) there exist NA := ⌊(N + 1)ϕ⌋’s RA in ρ[1, n]; in particular, |F[1, n]|a =
⌊(n+ 1)ϕ⌋; and there exist NB := ⌊(N + 1)ϕ2⌋’s RB in ρ[1, n];

(3) the length of the last return word is n−|R0|−NA|RA|−NB|RB| = (dmdm−1...d0)F ;
moreover, the last return word is P [1, (dmdm−1...d0)F ] where P = dm+1RB+
(1− dm+1)RA.

See Figure 1 as an example. (1) When n = 27 = 21 + 5 + 1 = f6 + f3 + f0, thus
Z(n − |R0|) = 1001001. There exist N = (1001)F = 6’s return words {RA, RB} in
ρ[1, 27]. In this case, the last return word is incomplete. When n = 26 = 21 + 5 =
f6+ f3, thus Z(n− |R0|) = 1001000. In this case, the last return word is the empty
word ε. (2) There exist NA = ⌊(N+1)ϕ⌋ = 4’s RA and NB = ⌊(N+1)ϕ2⌋ = 2’s RB

in ρ[1, 27]. (3) The length of the last return word is n− |R0| −NA|RA| −NB|RB| =
27 − 0 − 4 × 5 − 2 × 3 = 1, which is equal to (001)F = 1. Moreover, since d3 = 1,
the last return word in ρ[1, 27] is RB[1, 1] = [a].

Figure 1. The Fibonacci word ρ over alphabet {RA, RB} =
{12345, abc} with prefix R0 = ε. In this case, m = 2.

3. The sequence Numpos
≤m

We first consider the sequence Numpos
m that

Numpos
m [n] = #

{
(ω, p) | Ker(ω) = Km, Pos(ω, p) = n

}
.(3.1)

Obviously, Numpos
≤m[n] =

∑m
h=−1Num

pos
h [n] for all n ≥ 1.
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3.1. The sequence Numpos
m .

Lemma 3.1. The number of factor b occurring before ap in F is ⌊ϕp⌋.

Proof. Using the exact structure of the derived sequence, the derived sequence
{Rp(a)}p≥1 is a Fibonacci word over the alphabet {RA, RB} = {R1(a), R2(a)} =
{ab, a} with prefix R0(a) = ε. Thus the number of factor b occurring before ap in
F is equal to the number of return word RA occurring before the pth return word.
Furthermore, it is equal to the number of factor a occurring in F[1, p − 1]. By
Proposition 2.2(2), the number is |F[1, p− 1]|a = ⌊ϕp⌋. □
Proposition 3.2. For m ≥ −1, the sequence Numpos

m is a Fibonacci word over
the alphabet {RA, RB} with prefix R0, where RA = One(fm+1), RB = Zero(fm) and
R0 = Zero(fm+2 − 2).

Proof. On one hand, by Proposition 2.1(2), for m ≥ −1 and p ≥ 1

{Pos(ω, p) | ω ∈ PF ,Ker(ω) = Km}
= [pfm+1 + (⌊ϕp⌋+ 1)fm − 1..pfm+1 + (⌊ϕp⌋+ 1)fm + fm+1 − 2]

= [1..fm+1]⊕ {pfm+1 + (⌊ϕp⌋+ 1)fm − 2}.
(3.2)

These positions correspond to all digits 1’s in sequence Numpos
m .

On the other hand, let ρ be a Fibonacci word over the alphabet {RA, RB} =
{One(fm+1),Zero(fm)} with prefix R0 = Zero(fm+2 − 2). We let RA,p denote the
pth occurrence of RA. Obviously, the number of RA occurring before RA,p is p− 1.
The number of RB occurring before RA,p is equal to the number of b occurring
before ap. By Lemma 3.1, it is equal to ⌊ϕp⌋.

So the position of the first letter of RA,p in ρ is

|R0|+ (p− 1)|RA|+ ⌊ϕp⌋|RB|+ 1

= fm+2 − 2 + (p− 1)fm+1 + ⌊ϕp⌋fm + 1

= pfm+1 + (⌊ϕp⌋+ 1)fm − 1.

(3.3)

Since |RA| = fm+1, the positions (from the first letter to the last letter) of the pth
occurrence of RA are {Pos(ω, p) | ω ∈ PF ,Ker(ω) = Km} for p ≥ 1. This completes
the proof. □

As an example of Proposition 3.2, Figure 2(a-b) gives the first several occurrences
of palindromes with kernel Km for m = 2, and the first 40 digits of the sequence
Numpos

m .

3.2. The factor spectrum tiling.

Define matrices Γ−1 =
[
1
]
, Γ0 =

[
0 1
1 1

]
, and for m ≥ 1

Γm =

 Γm−2 Γm−1

0 · · · 0
1 · · · · · · · · · 1


(m+2)×fm+1

. For instance, Γ1 =

1 0 1
0 1 1
1 1 1

.
Lemma 3.3 (Lemma 3.4 in Huang-Wen [9]).

(1) ⌊ϕ(p+ ⌊ϕp⌋+ 1)⌋ = p,
(2) ⌊ϕ(2p+ ⌊ϕp⌋+ 1)⌋ = p+ ⌊ϕp⌋,
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Figure 2. Examples of sequences Numpos
≤m, Numocc

≤m and Numm.

All of them are the Fibonacci words. (a) The first several occur-
rences of palindromes with kernel Km for m = 2. (b) The se-
quence Numpos

m is the Fibonacci word over the alphabet {RA, RB} =
{[1, 1, 1, 1, 1], [0, 0, 0]} with prefix R0 = [0, 0, 0, 0, 0, 0]. (c) The se-
quence Numocc

m is the Fibonacci word over the alphabet {RA, RB} =
{[1, 1, 1, 1, 1], [0, 0, 0]} with prefix R0 = ε. (d-e) The sequence
Numm[L, n] for L = 10 and 9.

(3) ⌊ϕ(p+ ⌊ϕp⌋)⌋ = p− 1,
(4) ⌊ϕ(2p+ ⌊ϕp⌋)⌋ = p+ ⌊ϕp⌋ for p ≥ 1.
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Proposition 3.4. For m ≥ 0, the sequence Mpos
m :=


Numpos

−1
Numpos

0
...

Numpos
m

 is an (m+2)×∞

matrix. It is a Fibonacci word over {RA, RB} with prefix R0, where RA = Γm,

RB = Γm−1 and R0 =


Γ−1 Γ−2 · · · Γm−1

0 · · · 0


(m+2)×(fm+2−2)

.

Proof. By Proposition 3.2, the sequence Numpos
m is a Fibonacci word. Thus we

only need to prove two fact: (1) each occurrence of Γm in sequence Mpos
m is with

structure Γm,p =

 Γm−2,Pos(b,p)+1 Γm−1,Pos(a,p)+1

0 · · · 0
1 · · · · · · · · · 1


(m+2)×fm+1

, where Γm,p is the

pth occurrence of Γm; (2) the prefix R0 can be tiled with Γi,1 for −1 ≤ i ≤ m− 1.

(1) By the structure of Γm, the last line of the pth occurrence of Γm in sequence
Mpos

m is the pth occurrence of RA = One(fm+1) in sequence Numpos
m . Thus by

Equation (3.2), the columns of Γm,p is

[pfm+1 + (⌊ϕp⌋+ 1)fm − 1..(p+ 1)fm+1 + (⌊ϕp⌋+ 1)fm − 2]

= [1..fm+1]⊕ {pfm+1 + (⌊ϕp⌋+ 1)fm − 2}.
(3.4)

Furthermore, the columns of Γm−2,Pos(b,p)+1 = Γm−2,2p+⌊ϕp⌋ is

[1..fm−1]⊕ {(2p+ ⌊ϕp⌋+ 1)fm−1 + (⌊ϕ(2p+ ⌊ϕp⌋)⌋+ 1)fm−2 − 2}
= [1..fm−1]⊕ {(2p+ ⌊ϕp⌋+ 1)fm−1 + (p+ ⌊ϕp⌋+ 1)fm−2 − 2}
= [1..fm−1]⊕ {pfm+1 + (⌊ϕp⌋+ 1)fm − 2},

(3.5)

the first equality holds by Lemma 3.3(4).
Similarly, the columns of Γm−1,Pos(a,p)+1 = Γm−1,p+⌊ϕp⌋+1 is

[1..fm]⊕ {(p+ ⌊ϕp⌋+ 1)fm + (⌊ϕ(p+ ⌊ϕp⌋+ 1)⌋+ 1)fm−1 − 2}
= [1..fm]⊕ {(p+ ⌊ϕp⌋+ 1)fm + (p+ 1)fm−1 − 2}
= [fm−1 + 1..fm+1]⊕ {pfm+1 + (⌊ϕp⌋+ 1)fm − 2},

(3.6)

the first equality holds by Lemma 3.3(1).
Comparing Equations (3.4)-(3.6), Γm−2,Pos(b,p)+1 and Γm−1,Pos(a,p)+1 can tile to

Γm,p.
(2) By Equation (3.4), the columns of Γi,1 is [fi+2− 1..fi+2− 2]. Thus the prefix

R0 can be tiled with Γi,1 for −1 ≤ i ≤ m− 1.
These two points complete the proof. □

3.3. The sequence Numpos
≤m.

Since Numpos
≤m[n] =

∑m
h=−1Num

pos
h [n] for all n ≥ 1, the sequence Numpos

≤m is

column sum of Mpos
m . We let Pm denote the column sum of Γm. By the definition of
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Figure 3. The factor spectrum tiling in sequence Mpos
m , and the

column sum of Mpos
m for m = 4.

Γm, P−1 = [1], P0 = [1, 2], Pm = [Pm−2, Pm−1] + One(fm+1) for m ≥ 1. Obviously,
|Pm| = fm+1, ΣP−1 = 1, ΣP0 = 3, ΣPm = ΣPm−2 + ΣPm−1 + fm+1 for m ≥ 1.
Moreover, for m ≥ −1

(3.7)


ΣPm = m+3

5 fm+3 +
m
5 fm+1,

ΣPm − ΣPm−1 =
2m+4

5 fm+1 − m−2
5 fm,∑m

h=−1ΣPh = m
5 fm+5 +

m+2
5 fm+3 + 2.

All of them can be verified by induction.
As a corollary of Proposition 3.4, Numpos

≤m is a Fibonacci word too.

Proposition 3.5. For m ≥ 0, the sequence Numpos
≤m is a Fibonacci word over

the alphabet {RA, RB} with prefix R0, where RA = Pm, RB = Pm−1 and R0 =
[P−1, P0, P1, . . . , Pm−1].

3.4. The expression of ΣNumpos
≤m[1, n].

(A) When n ≤ |R0| =
∑m−1

h=−1 |Ph| =
∑m−1

h=−1 fh+1 = fm+2 − 2, the number of

palindromes in F[1, n] with kernel Ki (−1 ≤ i ≤ m) is ΣNumpos
≤m[1, n] = ΣR0[1, n].

Furthermore, since the first occurrence of palindromes with kernel Ki (i > m) must
larger than n, ΣR0[1, n] is the number of palindromes in F[1, n] too.

(B) When n > |R0|, let Z(n−|R0|) = dMdM−1...dm+1dm...d1d0. Using the Zeck-
endorf numeration system and Proposition 2.2, there exist N = (dMdM−1...dm+1)F ’s
return words {RA, RB} in ρ[1, n]; and there exist NA = ⌊(N + 1)ϕ⌋’s RA (resp.
NB = ⌊(N +1)ϕ2⌋’s RB) in ρ[1, n]. Thus the number of palindromes in F[1, n] with
kernel Ki (−1 ≤ i ≤ m) is

ΣNumpos
≤m[1, n]

= ΣR0 +NAΣRA +NBΣRB +ΣΛ[1, (dmdm−1...d0)F ],
(3.8)

where Λ = dm+1RB + (1− dm+1)RA.
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Furthermore,

ΣR0 +NAΣRA +NBΣRB = ΣR0 +NΣRB +NA(ΣRA − ΣRB)

=
{
m−1
5 fm+4 +

m+1
5 fm+2 + 2

}
+N

{
m+2
5 fm+2 +

m−1
5 fm

}
+ ⌊(N + 1)ϕ⌋

{
2m+4

5 fm+1 − m−2
5 fm

}
.

(3.9)

Theorem 3.6. For m ≥ −1, when n ≤ fm+2 − 2, the number of palindromes in
F[1, n] is ΣR0[1, n]. When n > fm+2−2, let Z(n−fm+1+2) = dMdM−1...dm+1dm...d1d0.
Let N = (dMdM−1...dm+1)F . Then the number of palindromes in F[1, n] with kernel
Ki (−1 ≤ i ≤ m) is

ΣNumpos
≤m[1, n]

=
{
m−1
5 fm+4 +

m+1
5 fm+2 + 2

}
+N

{
m+2
5 fm+2 +

m−1
5 fm

}
+ ⌊(N + 1)ϕ⌋

{
2m+4

5 fm+1 − m−2
5 fm

}
+ΣΛ[1, (dmdm−1...d0)F ],

(3.10)

where Λ = dm+1RB + (1− dm+1)RA.

4. The sequence Numocc
≤m

By an analogous argument, we can prove that the sequence Numocc
≤m is a Fibonacci

word too, and obtain the expression of the number of palindromes whose first letter
occurrence in F[1, n] with kernel Ki (−1 ≤ i ≤ m). We just list some main results.

Proposition 4.1. For m ≥ −1, the sequence Numocc
m is a Fibonacci word over the

alphabet {RA, RB}, where RA = One(fm+1) and RB = Zero(fm).

Define matrices Γ−1 =
[
1
]
, Γ0 =

[
1 0
1 1

]
, and for m ≥ 1,

Γm =

 Γm−1 Γm−2

0 · · · 0
1 · · · · · · · · · 1


(m+2)×fm+1

. For instance, Γ1 =

1 0 1
1 1 0
1 1 1

. Notice that,

we use the same notations in Section 3. We can distinguish these notations according
to the sections where they appear.

Proposition 4.2. For m ≥ 0, the sequence Mocc
m :=


Numocc

−1

Numocc
0

...
Numocc

m

 is an (m+2)×∞

matrix. It is a Fibonacci word over the alphabet {RA, RB}, where RA = Γm, RB =
Γm−1.

Since Numocc
≤m[n] =

∑m
h=−1Num

occ
h [n] for all n ≥ 1, the sequence Numocc

≤m is
column sum of Mocc

m . We let Pm denote the column sum of Γm. By the definition of
Γm, P−1 = [1], P0 = [2, 1], Pm = [Pm−1, Pm−2]+One(fm+1) for m ≥ 1. Notice that,
the values of |Pm|, ΣPh (−1 ≤ h ≤ m),

∑m
h=−1ΣPh are equal to the corresponding

values in Section 3.

Proposition 4.3. For m ≥ 0, the sequence Numocc
≤m is a Fibonacci word over the

alphabet {RA, RB}, where RA = Pm and RB = Pm−1.
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Figure 4. The factor spectrum tiling in sequence Mocc
m , and the

column sum of Mocc
m for m = 4.

Theorem 4.4. For m ≥ −1, let Z(n) = dMdM−1...dm+1dm...d1d0. Let N =
(dMdM−1...dm+1)F . Then the number of palindromes whose first letter occurrence
in F[1, n] with kernel Ki (−1 ≤ i ≤ m) is

ΣNumocc
≤m[1, n]

=N
{
m+2
5 fm+2 +

m−1
5 fm

}
+ ⌊(N + 1)ϕ⌋

{
2m+4

5 fm+1 − m−2
5 fm

}
+ΣΛ[1, (dmdm−1...d0)F ],

(4.1)

where Λ = dm+1RB + (1− dm+1)RA.

5. The sequence Numm

For any m ≥ −1, now we consider sequence Numm that

Numm[L, n] =#
{
(ω, p) | Ker(ω) = Km,

Occ(ω, p) ≥ n, Pos(ω, p) ≤ n+ L− 1
}
,

(5.1)

where n ≥ 1 and L ∈ {fm..fm+3 − 2}. By an analogous argument, the sequence
Numm is a Fibonacci word. The expressions of RA, RB and R0 is given in Figure
5. Specifically, in order to determine the three expressions, we only need to given
the triangles with digits 0’s.

6. Main result and an example

6.1. Main Result.
Let L = |F[n1, n2]| = n2 − n1 + 1 and m = min{m | fm ≤ L ≤ fm+3 − 2}. By

Equation (1.1), the number of repeated palindromes in F[n1, n2] is

Num(n1, n2)

= ΣNumpos
≤m−1[1, n2]− ΣNumocc

≤m−1[1, n1 − 1] +
∑m+2

h=m
Numh[L, n1].

(6.1)
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Figure 5. The sequence Numm for m = 2, and the expressions of
RA, RB and R0 for m ≥ −1. Here the tuple (a, b) means L = a and
n = b.

Let

(6.2)



Z(n1 − 1) = eM ′eM ′−1...e1e0, N1 = (eM ′eM ′−1...em)F ;

P ′
−1 = [1], P ′

0 = [2, 1], P ′
m = [P ′

m−1, P
′
m−2] + One(fm+1),m ≥ 1;

Λ1 = emP ′
m−2 + (1− em)P ′

m−1;

Z(n2 − fm+1 + 2) = dMdM−1...d1d0, N2 = (dMdM−1...dm)F ;

P−1 = [1], P0 = [1, 2], Pm = [Pm−2, Pm−1] + One(fm+1),m ≥ 1;

Λ2 = dmPm−2 + (1− dm)Pm−1.

By Theorems 3.6 and 4.4, we get further simplification that

ΣNumpos
≤m−1[1, n2]− ΣNumocc

≤m−1[1, n1 − 1]

=
{
m−2
5 fm+3 +

m
5 fm+1 + 2

}
+N2

{
m+1
5 fm+1 +

m−2
5 fm−1

}
+ ⌊(N2 + 1)ϕ⌋

{
2m+2

5 fm − m−3
5 fm−1

}
+ΣΛ2[1, (dm−1dm−2...d0)F ]

−N1

{
m+1
5 fm+1 +

m−2
5 fm−1

}
− ⌊(N1 + 1)ϕ⌋

{
2m+2

5 fm − m−3
5 fm−1

}
− ΣΛ1[1, (em−1em−2...e0)F ]

=
{
m−2
5 fm+3 +

m
5 fm+1 + 2

}
+ (N2 −N1)

{
m+1
5 fm+1 +

m−2
5 fm−1

}
+ (⌊(N2 + 1)ϕ⌋ − ⌊(N1 + 1)ϕ⌋)

{
2m+2

5 fm − m−3
5 fm−1

}
+ΣΛ2[1, (dm−1dm−2...d0)F ]− ΣΛ1[1, (em−1em−2...e0)F ].

(6.3)

Notice that, there are two cases in Theorem 3.6. But by the definitions of L and
m, when we consider Num(n1, n2), n2 ≥ L must be larger than fm+1 − 2. That
means we don’t need to consider the first case in Theorem 3.6, when we calculate
ΣNumpos

≤m−1[1, n2].
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Theorem 6.1. Let L = n2 − n1 + 1 and m = min{m | fm ≤ L ≤ fm+3 − 2}, the
number of repeated palindromes in F[n1, n2] is

Num(n1, n2)

=
{
m−2
5 fm+3 +

m
5 fm+1 + 2

}
+ (N2 −N1)

{
m+1
5 fm+1 +

m−2
5 fm−1

}
+ (⌊(N2 + 1)ϕ⌋ − ⌊(N1 + 1)ϕ⌋)

{
2m+2

5 fm − m−3
5 fm−1

}
+ΣΛ2[1, (dm−1dm−2...d0)F ]− ΣΛ1[1, (em−1em−2...e0)F ]

+
∑m+2

h=m
Numh[L, n1].

(6.4)

The expressions of N1, N2, Λ1, Λ2, (dm−1dm−2...d0)F and (em−1em−2...e0)F are

given in Equation (6.2). The values of
∑m+2

h=mNumh[L, n1] are given in Figure 5.

6.2. An Example.
According to the different kernel Ker(ω), we can divide all repeated palindromes

in F[17, 25] = ababaabaa into five parts as below, where ω(n) means there are n’s
palindrome ω occurring in F[17, 25].

(6.5)



{ω | ω ∈ PF ,Ker(ω) = K−1 = a} = {a(6)};
{ω | ω ∈ PF ,Ker(ω) = K0 = b} = {b(3), aba(3)};
{ω | ω ∈ PF ,Ker(ω) = K1 = aa} = {aa(2), baab(1), abaaba(1)};
{ω | ω ∈ PF ,Ker(ω) = K2 = bab} = {bab(1), ababa(1)};
{ω | ω ∈ PF ,Ker(ω) = K3 = aabaa} = {aabaa(1)};
{ω | ω ∈ PF ,Ker(ω) = Km,m ≥ 4} = ∅ (empty set).

Thus the number of repeated palindromes in F[n1, n2] is 19.
By Theorem 6.1, L = |F[17, 25]| = 9 and m = 2. By Equation (6.2)

(6.6)



17− 1 = 16;

16 = f5 + f2 ⇒ Z(17) = 100100, N1 = (100)F = 3;

P ′
−1 = [1], P ′

0 = [2, 1], P ′
1 = [P ′

0, P
′
−1] + [1, 1, 1] = [3, 2, 2];

em = 1 ⇒ Λ1 = P ′
0 = [2, 1],Λ1[1, (00)F ] = ε.

25− f3 + 2 = 22;

22 = f6 + f0 ⇒ Z(22) = 1000000, N2 = (1000)F = 5;

P−1 = [1], P0 = [1, 2], P1 = [P−1, P0] + [1, 1, 1] = [2, 2, 3];

dm = 0 ⇒ Λ2 = P1 = [2, 2, 3],Λ2[1, (01)F ] = [2].

By Figure 5, Num2[9, 17] = 2, Num3[9, 17] = 1, Num4[9, 17] = 0.



VISUALIZATION OF ENUMERATION QUESTIONS 1745

Thus by Theorem 6.1 the number of repeated palindromes in F[n1, n2] is

Num(n1, n2)

=
{
m−2
5 fm+3 +

m
5 fm+1 + 2

}
+ (N2 −N1)

{
m+1
5 fm+1 +

m−2
5 fm−1

}
+ (⌊(N2 + 1)ϕ⌋ − ⌊(N1 + 1)ϕ⌋)

{
2m+2

5 fm − m−3
5 fm−1

}
+ΣΛ2[1, (dm−1dm−2...d0)F ]− ΣΛ1[1, (em−1em−2...e0)F ]

+
∑m+2

h=m
Numh[L, n1]

=
{
2
5f3 + 2

}
+ (5− 3)

{
3
5f3

}
+ (⌊(5 + 1)ϕ⌋ − ⌊(3 + 1)ϕ⌋)

{
6
5f2 +

1
5f1

}
+Σ[2]− Σε+ 2 + 1 + 0

=19.

(6.7)

This value is equal to the conclusion in Equation (6.5).
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