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Lipschitz ϕi : X → Rni , i ∈ N, such that, for every Lipschitz f : X → R and every
i ∈ N, f is differentiable at µ-a.e. point in Ui with respect to ϕi.

Theorem 1.3 (Cheeger). Every PI space is a Lipschitz differentiability space.

One remarkable consequence of this theory is the non-biLipschitz embeddability
of PI spaces into a large class of Banach spaces, and the relationship to the sparsest
cut problem. See [12–14,24].

After the work of Cheeger, Keith [21] gave a second proof of Cheeger’s theorem,
clarifying many of Cheeger’s ideas, by studying a “Lip-lip” inequality for Lipschitz
functions on X. Following this, Kleiner–Mackay [23] gave a refinement of the argu-
ments of Cheeger and Keith, giving an accessible account of the results and proof
strategy.

Sometime later, the first author [6] gave several characterisations of Lipschitz
differentiability spaces in terms of a rich structure of rectifiable curves, known as
an Alberti representation of µ - a collection of rectifiable curves that gives rise
to a partial derivative of any Lipschitz function on X at µ almost every point (see
Definition 3.4). Assuming that µ has many independent Alberti representations (see
Definition 4.1), the partial derivatives obtained from each Alberti representation
can be combined to form the Cheeger derivative, similarly to how the gradient on
Euclidean space consists of partial derivatives.

Alberti representations first appear in the work of Alberti [1] on the rank one
property of functions of bounded variation. They later appeared in the work of
Alberti, Csörnyei and Preiss [2, 3] and Alberti and Marchese [4] on the converse to
Rademacher’s theorem in Euclidean space.

After [6], Alberti representations have been used to study other questions in the
setting of metric spaces [7–9, 15, 16, 26, 27]. The goal of this note is to use these
recent developments, and connections to geometric measure theory and harmonic
analysis, to give another independent proof of Cheeger’s theorem. By considering
Alberti representations, the main difference in our strategy to the strategies of
Cheeger–Keith–Kleiner–Mackay is that we mostly study 1-rectifiable subsets of X,
rather than Lipschitz functions defined on X. That is, in some sense, we study the
“tangent bundle” of X, rather than the “co-tangent bundle”.

Let X be a metric space and f : X → R Lipschitz. A Borel ρ : X → R is an upper
gradient of f if, for every 1-Lipschitz γ : [0, 1] → X,

|f(γ(1))− f(γ(0))| ≤
∫ 1

0
ρ(γ(t)) dt.

Our main result is the following.

Theorem 1.4. Let (X, d, µ) be a metric measure space with dimHX < ∞. Suppose
that there exists a C ≥ 1 such that, for every Lipschitz f : X → R and every upper
gradient ρ of f ,

(1.1) Lip(f, x) ≤ Cρ(x) µ-a.e. x ∈ X.

Then (X, d, µ) is a Lipschitz differentiability space. Further, one can take ni ≤
dimHX for all i ∈ N in Definition 1.2.
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It is easy to check that (1.1) holds in any PI space. Indeed, it is obtained by
combining the Poincaré inequality (see [11, eq. 4.3]) with [21, Proposition 4.3.3],
and applying the Lebesgue differentiation theorem. See also [11, Proposition 4.26].
Consequently, Theorem 1.3 follows from Theorem 1.4.

For a Lipschitz ϕ : X → Rn, the set

indϕ = {x ∈ X : Lip(D · ϕ, x) > 0 ∀D ∈ Sn−1}

will play a key role in this article. Indeed, after a short reduction (see Propo-
sition 2.1), to prove Theorem 1.4 it is sufficient to establish the following: if
n > dimHX, then µ(indϕ) = 0 for any Lipschitz ϕ : X → Rn. The proof divides
into the following two steps.

First, in Theorem 4.5, given a Lipschitz ϕ : X → Rn, we find a decomposition
indϕ =

∪∞
i=1Ai ∪ S where µ⌞Ai has n independent Alberti representations, and S

belongs to a certain class of singular sets denoted by S(ϕ) (see Definition 4.4). Under
the hypothesis (1.1), S(ϕ) subsets of indϕ have measure zero (see Proposition 6.3).
Therefore, if µ(indϕ) > 0, there exists A ⊂ X of positive measure such that µ⌞A
has n independent Alberti representations.

The second step is to show that any positive measure on X with n independent
Alberti representations – in particular µ⌞A – has Hausdorff dimension at least n.
This implies that n ≤ dimHA ≤ dimHX and completes the proof.

Recent developments give several ways to accomplish this second step. First, the
statement follows from a deep result of De Philippis and Rindler [18] regarding the
structure of measures on Euclidean space satisfying a PDE constraint. Indeed, using
this result, De Philippis, Marchese and Rindler [17] show that any measure on Rn

with n-independent Alberti representations is absolutely continuous with respect
to Lebesgue measure. Similarly, the required dimension estimate follows from the
related work of Arroyo-Rabasa [5].

Here we give another, elementary, proof (see Theorem 5.3) using a version of the
multilinear Kakeya inequality. The inequality we need is due to Guth [20, Theorem
7]. It is a generalisation (for neighbourhoods of Lipschitz graphs) of the original
multilinear Kakeya inequality (for nearly axis-parallel tubes), due to Bennett, Car-
bery, and Tao [10, Theorem 1.15].

We also mention that David [15] and Schioppa [26] showed earlier that the As-
souad dimension of A is at least n. This conclusion is weaker than ours, since
Assouad dimension is generally larger than Hausdorff dimension. Unlike these re-
sults, and also unlike the approaches of Cheeger–Keith–Kleiner–Mackay, by using
the multilinear Kakeya inequality, our approach does not involve Gromov–Hausdorff
tangents of X.

The paper consists of six sections. In Section 2 we prove the reduction involving
indϕ mentioned above.

In Section 3 we give the definition of an Alberti representation and develop a
simple, intrinsic construction of an Alberti representation. In particular, our proof
of Theorem 3.8 is new. Previous approaches relied on isometric embeddings into
Banach spaces.
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In Section 4 we define independent Alberti representations and prove the decom-
position result involving S(ϕ) sets mentioned above. The results in this section are
a refinement of results from [6].

In Section 5 we use Guth’s proof of the multilinear Kakeya inequality to show
that any set which supports a positive measure with n independent Alberti repre-
sentations must have Hausdorff dimension at least n.

In Section 6, we give a general criterion for a space (X, d, µ) to be a Lipschitz
differentiability space (see Theorem 6.1) and show that it implies a stronger version
of Theorem 1.4 (see Theorem 6.2).

Finally, we mention that both Theorem 6.1 and Theorem 6.2 are characterisa-
tions of Lipschitz differentiability spaces (and hence also of spaces satisfying Keith’s
hypotheses, see [6, Corollary 10.5]), up to a countable decomposition of X. The
converse directions are a direct consequence of [6, Theorem 6.9] and [6, Theorem 7.8]
respectively, and were the initial motivation for studying Alberti representations of
metric measure spaces.

2. A reduction

We require the following standard result of measure theory: Suppose that µ is a
σ-finite measure on X and that T is a collection of µ measurable sets such that any
positive measure subset of X contains an element of T of positive measure. Then
µ almost all of X can be decomposed into a countable union of sets from T .

Proposition 2.1. Let (X, d, µ) be a metric measure space and suppose that there
exists N ∈ N such that, for any Lipschitz ϕ : X → RN , µ(indϕ) = 0. Then (X, d, µ)
is a Lipschitz differentiability space. Moreover, in Definition 1.2, we can take ni ≤
N − 1 for all i ∈ N.

Proof. We start with an observation: if ϕ : X → Rn, x0 ∈ indϕ, and f is not
differentiable with respect to ϕ at x0, then x0 ∈ ind(ϕ, f). To see this, assume to
the contrary that x0 /∈ ind(ϕ, f). Then there exists D = (d1, . . . , dn+1) ∈ Sn such
that

(2.1) lim sup
x→x0

|D · ((ϕ, f)(x)− (ϕ, f)(x0))|
d(x, x0)

= 0.

Since x0 ∈ indϕ, we have dn+1 6= 0, and hence we can defineD1 := ( d1
dn+1

, . . . , dn
dn+1

) ∈
Rn. It now follows from (2.1) that

(2.2) lim sup
x→x0

|(f(x)− f(x0))−D1 · (ϕ(x)− ϕ(x0))|
d(x, x0)

= 0.

This implies that f is differentiable at x0, contrary to our assumption. A fine point
to observe here is that the vector D1 ∈ Rn satisfying eq. (2.2) is unique, which
is part of the requirement that f is differentiable at x0: if there existed another
D2 ∈ Rn such that that (2.2) holds, then Lip((D2 −D1) · ϕ, x0) = 0, which implies
D1 = D2 by the assumption x0 ∈ indϕ.

Now we start the proof of the proposition in earnest. Let T be the collection of
all Borel U ⊂ X for which there exist an n ∈ N and a Lipschitz ϕ : X → Rn such
that every Lipschitz f : X → R is differentiable µ-a.e. in U with respect to ϕ.
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Let U ⊂ X be a Borel set of positive measure. Either every Lipschitz ϕ : X → R
satisfies Lip(ϕ, x) = 0 for µ almost every x ∈ U or there exists a Lipschitz ϕ1 : X →
R with µ(indϕ1 ∩ U) > 0. Given the first option we stop; in this case U ∈ T ,
because every Lipschitz f : X → R is differentiable with respect to the constant
map ϕ : X → R0 = {0}.

Otherwise we proceed iteratively. Suppose that, for some n ∈ N, there exists a
Lipschitz ϕn : X → Rn with µ(indϕn ∩ U) > 0. Then either

• every Lipschitz f : X → R is differentiable µ-a.e. in indϕn ∩U with respect
to ϕn, or

• there exists ϕn+1 : X → R which is not differentiable with respect to ϕn in
a subset of indϕn of positive µ measure. In this case, by the observation at
the beginning of the proof, ϕn+1 := (ϕn, ϕ

n+1) satisfies µ(indϕn+1∩U) > 0.

Note that, in the first option, the uniqueness of the derivative of any Lipschitz
f : X → Rn with respect to ϕn at all x0 ∈ indϕn ∩ U is guaranteed because x0 ∈
indϕn. As we already saw before, if D1, D2 are two derivatives of a f at x0, then
Lip((D1 −D2) · ϕn, x0) = 0, so that D1 = D2.

By hypothesis, the second option cannot hold for n = N − 1, and so for some
n ≤ N − 1 the first option holds. Then ind ϕn ∩ U ∈ T . Applying the standard
measure theory result to T completes the proof. □

3. Alberti representations and analysis of curve fragments

We will consider the following structure of 1-rectifiable subsets of a metric mea-
sure space. Let I = [0, 1]. Given a metric space X we write K(X) for the set of
non-empty compact subsets of I ×X equipped with the Hausdorff metric dH . If X
is complete and separable, respectively compact, then so is K(X).

Definition 3.1. For a metric space X, the set of curve fragments in X is

Γ(X) = {γ : dom γ ⊂ I → X : dom γ compact, non-empty, γ 2-biLipschitz}.
We emphasise that the domain of each γ ∈ Γ(X) does not need to be connected.

Given γ ∈ Γ(X), the graph of γ is

gr(γ) = {(t, γ(t)) : t ∈ dom γ} ⊂ I ×X.

We metrise Γ(X) by setting dΓ(γ1, γ2) := dH(gr(γ1), gr(γ2)). This formula indeed
defines a metric on Γ(X), because if dH(gr(γ1), gr(γ2)) = 0, then dom γ1 = dom γ2
and γ1 ≡ γ2 on dom γ1.

Whenever it is clear from the context, we will identify γ with its image im γ =
γ(dom γ). We will consider integral combinations of the measures

γ∗L1 := γ∗L1⌞(dom γ),

where, in general, f∗ν refers to the push-forward of a measure ν under a map f . To
do so, we first consider the measurability of the integrand.

Lemma 3.2. Let X be a metric space and C ⊂ X closed. Then

Γ(X) 3 γ 7→ γ∗L1(C)

is upper semi-continuous.
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Proof. Let γn → γ in Γ(X). Observe that, for every ϵ > 0,

γ−1
n (C) ⊂ B(γ−1(C), ϵ)

for sufficiently large n. Indeed, if this were not true then (after passing to a sub-
sequence) for each n ∈ N there exists tn ∈ γ−1

n (C) with d(tn, γ
−1(C)) ≥ ϵ. There

exists t ∈ I such that (after passing to a further subsequence) tn → t and so, since
γn → γ, γn(tn) → γ(t). Since C is closed, γ(t) ∈ C, hence t ∈ γ−1(C), and this
contradicts d(tn, γ

−1(C)) ≥ ϵ for all n ∈ N.
It follows that

ϵn := L1(γ−1
n (C) \ γ−1(C)) ≤ L1(B(γ−1(C), ϵ) \ γ−1(C))

for n ∈ N sufficiently large. Since C ⊂ X is closed, the right hand side above can
be taken arbitrarily small by choosing ϵ > 0 small. This implies that

lim sup
n→∞

(γn)∗L1(C) ≤ γ∗L1(C) + lim sup
n→∞

ϵn = γ∗L1(C),

as required. □

Lemma 3.3. Let X be a metric space and P a finite Borel measure on Γ(X). For
any Borel B ⊂ X, the map γ 7→ γ∗L1(B) is Borel, and the set function ν(P) defined
by

(3.1) ν(P)(B) =

∫
Γ(X)

γ∗L1(B) dP(γ)

for any Borel B ⊂ X is a Borel measure.

Proof. It is easy to check that the set family

A := {A ⊂ X Borel : γ 7→ γ∗L1(A) is a Borel function}

is a Dynkin system: X ∈ A, and A is stable under taking complements and
countable unions of disjoint sets. For example: if A ∈ A, then γ 7→ γ∗L1(Ac) =
γ∗L1(X) − γ∗L1(A) is a Borel function, so Ac ∈ A. Moreover, Lemma 3.2 states
that A contains the (π-system of) closed sets, so it follows from Dynkin’s lemma
that A equals the Borel sets. Hence the formula (3.1) makes sense for all Borel
B ⊂ X. Once well defined, it is clear that ν(P) defines a measure. □

Definition 3.4. An Alberti representation of a metric measure space (X, d, µ) con-
sists of a Borel probability measure P on Γ(X) such that µ � ν(P).

The motivation for considering Alberti representations in [6] was the following.
Suppose that f : X → R is Lipschitz and that γ ∈ Γ(X). Then the composition

f ◦ γ : dom γ → R

is Lipschitz and so is differentiable almost everywhere. That is, for H1-a.e. x ∈ im γ,
there exists a partial derivative of f at x given by (f ◦ γ)′(γ−1(x)). The existence
of an Alberti representation is precisely the condition required for such a partial
derivative to exist µ almost everywhere on X.

In this article, we will only be interested in the geometric structure an Alberti
representation imposes. To describe this structure, we make the following definition.
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Definition 3.5. Let X be a metric space, ϕ : X → Rn Lipschitz and C ⊂ Rn a
cone. By a cone in Rn, we refer to sets of the form C = {v ∈ Rn : |v · w| ≥ θ‖v‖}
for some w ∈ Sn−1 and θ ∈ (0, 1). We say that γ ∈ Γ(X) is a C-curve (with respect
to ϕ) if there exists a δ > 0 such that

ϕ(γ(t))− ϕ(γ(s)) ∈ C \B(0, δ|s− t|) ∀s, t ∈ dom γ.

An Alberti representation P, is a C-Alberti representation (with respect to ϕ) if
P-a.e. γ is a C-curve (with respect to ϕ). A Borel S ⊂ X is C-null (with respect to
ϕ) if H1(γ ∩ S) = 0 for each C-curve γ (with respect to ϕ).

Often the function ϕ will be clear from the context and we will not explicitly
mention it. In the case that X = Rn, we will only consider ϕ = id.

Observe that if (X, d, µ) supports a C-Alberti representation, then any C-null
subset of X is µ-null. In this section we show that the converse statement holds.

For a metric space X, let M(X) and P(X) be the set of Borel measures on X
with total mass ≤ 1 and = 1, respectively. Note that M(X) and P(X) are compact
metric spaces with respect to weak* convergence if X is compact.

Lemma 3.6. Let X be a metric space and K ⊂ Γ(X) compact. Then the set

N (K) = {m ∈ M(X) : ∃P ∈ P(K) such that m ≤ ν(P)}

is convex and compact.

Proof. Evidently N (K) is convex. To show compactness, first note that every mea-
sure in N (K) is supported on the compact set

imK := ∪{im γ : γ ∈ K}.

Hence, replacingX by imK, we may assume thatX is compact. Now, let {mn}n∈N ⊂
N (K) ⊂ M(X). After passing to a subsequence, we may assume that mn ⇀ m ∈
M(X). So, it remains to show that m ∈ N (K). To this end, let Pn ∈ P(K) be such
that mn ≤ ν(Pn). Since K is compact, we may suppose that there exists P ∈ P(K)
with Pn ⇀ P. We then argue that m ≤ ν(P).

Let C ⊂ X be closed, δ > 0, and C(δ) := {x ∈ X : dist(x,C) < δ}. By

Lemma 3.2, the sets {γ ∈ K : γ∗L1(C(δ)) ≥ λ} are compact for λ ∈ R. Therefore,
using that mn ⇀ m, Pn ⇀ P, γ∗L1(X) ≤ 1, and the reverse Fatou lemma,

m(C) ≤ lim inf
n→∞

mn(C(δ)) ≤ lim sup
n→∞

∫
K
γ∗L1(C(δ)) dPn(γ)

= lim sup
n→∞

∫ 1

0
Pn{γ ∈ K : γ∗L1(C(δ)) ≥ λ} dλ

≤
∫ 1

0
P{γ ∈ K : γ∗L1(C(δ)) ≥ λ} dλ = ν(P)(C(δ)).

The right hand side converges to ν(P)(C) as δ → 0, so we have the inequality
m(C) ≤ ν(P)(C) for closed sets C ⊂ X. For a general Borel set B ⊂ X and
any ϵ > 0, there exists a closed set C ⊂ B with m(B \ C) < ϵ. This implies
m(B) ≤ ν(P)(B). □
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Proposition 3.7. Let X be a metric space, µ a finite Borel measure on X and
K ⊂ Γ(X) compact. Then, there exists a Borel decomposition X = A ∪ S and a
P ∈ P(K) such that µ⌞A � ν(P) and H1(γ ∩ S) = 0 for every γ ∈ K.

Proof. Let N = N (K) be as in Lemma 3.6 and apply the GKS decomposition
theorem [25, Theorem 9.4.4] to N . The set N satisfies the hypotheses of the GKS
decomposition theorem, except that its elements have total measure at most 1,
rather than exactly 1. However, the proof of the GKS theorem holds with minor
superficial changes if we only assume the measures have total measure at most 1.

The conclusion of the GKS theorem gives a decomposition µ = µ1 + µ2, a Borel
set S ⊂ X, and a measure m0 ∈ N (K) such that µ1 � m0, µ2 is concentrated
on S, and m(S) = 0 for all m ∈ N (K). In particular µ⌞A = (µ1)⌞A � m0 for
A := X\S. Sincem0 ∈ N (K), there further exists P ∈ P(K) such that µ⌞A � ν(P),
as claimed. Finally, if γ ∈ K, note that ν(δγ) ∈ N , so γ∗L1(S) = ν(δγ)(S) = 0.
Since γ : dom γ → X is biLipschitz, this implies that H1(γ ∩ S) = 0. □

By suitable measure theoretic manipulations, we arrive to the following charac-
terisation of the existence of Alberti representations.

Theorem 3.8. Let (X, d, µ) be a metric measure space, ϕ : X → Rn Lipschitz and
C ⊂ Rn a cone. There exists a decomposition X = A ∪ S such that µ⌞A has a
C-Alberti representation and S is C-null.

Proof. Let ΓC be the set of C-curves in Γ(X). Since (X, d) is complete and separable
and µ is σ-finite, there exists an increasing sequence of compact sets Xj ⊂ X of
finite measure such that µ(X \ ∪jXj) = 0. Fix a j ∈ N. We will identify Γ(Xj)
with its isometric copy in Γ(X). Note that the set ΓC ∩ Γ(Xj) is not compact, but
it is σ-compact. Indeed, for each i ∈ N, the set Ki of γ ∈ ΓC ∩ Γ(Xj) with

‖ϕ(γ(t))− ϕ(γ(s))‖ ≥ |t− s|/i
is compact and ∪iKi = ΓC ∩ Γ(Xj).

Apply Proposition 3.7 to µ⌞Xj and Ki. This gives a measure Pi ∈ P(Ki) and
Borel decomposition Xj = Ai ∪ Si such that µ⌞Ai � ν(Pi) and H1(γ ∩ Si) = 0 for
every γ ∈ Ki. Repeat this for each i ∈ N and set

Pj =
∑
i

2−iPi ∈ P(ΓC ∩ Γ(Xj)), Aj = ∪iAi, Sj = ∩iSi.

Then Xj = Aj ∪ Sj and H1(γ ∩ Sj) = 0 for every γ ∈ ΓC ∩ Γ(Xj). Also, since
ν(Pj) =

∑
i 2

−iν(Pi), we have µ⌞Aj � ν(Pj).
Now set

A = (X \ ∪jXj) ∪
∩
n

∪
j>n

Aj , S =
∪
n

∩
j>n

Sj , P =
∑
j

2−jPj ∈ P(ΓC).

Then µ⌞A � ν(P). Also, since the Xj are increasing, X = A∪S and H1(γ∩S) = 0
for every γ ∈ ∪jΓ(Xj) ∩ ΓC . Finally, we can write any γ ∈ ΓC as

γ = [(X \ ∪jXj) ∩ γ] ∪
∪
j

[Xj ∩ γ],

where each Xj ∩γ ∈ ΓC ∩Γ(Xj). Since S ⊂ ∪jXj , this implies that S is C-null. □
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Remark 3.9. Theorem 3.8 is often vacuous outside ind ϕ. Consider, for example,
ϕ(x) = (x, x) on R and any cone centred on (1,−1).

4. Existence of independent Alberti representations

In this section we give criteria for when a metric measure space possesses many
“independent” Alberti representations. We say that cones C1, . . . , Cn ⊂ Rn are
independent if {v1, . . . , vn} is a linearly independent set for any choices of vi ∈
Ci \ {0}, 1 ≤ i ≤ n.

Definition 4.1. A collection of Alberti representations P1, . . . ,Pn of a metric mea-
sure space (X, d, µ) is independent if there exists a Lipschitz ϕ : X → Rn and in-
dependent cones C1, . . . , Cn ⊂ Rn such that Pi is a Ci-Alberti representation with
respect to ϕ for each 1 ≤ i ≤ n.

By applying Theorem 3.8 multiple times using a collection of independent cones
C1, C2, . . . , Cn, we obtain a decomposition X = A∪S1∪S2∪ . . .∪Sn where each Si

is Ci-null and µ⌞A has n independent Alberti representations. However, in practice,
we can only deduce that a C-null set is µ-null whenever C is very wide. We now
work towards a similar decomposition involving wide cones.

Lemma 4.2. Let X be a metric space and ϕ : X → Rn Lipschitz. Suppose that
S ⊂ X is C-null with respect to ϕ. Then for any γ ∈ Γ(X),

H1({t ∈ γ−1(S) : (ϕ ◦ γ)′(t) ∈ interior(C)}) = 0.

Proof. Suppose that the conclusion is false: for some γ ∈ Γ(X)

H1({t ∈ γ−1(S) : (ϕ ◦ γ)′(t) ∈ interior(C)}) > 0.

Then, we can pick i ∈ N and R > 0 such that

Bi,R =
{
t ∈ γ−1(S) :

ϕ(γ(t+ r))− ϕ(γ(t))

r
∈ C \B(0, 1i ) ∀ r ∈ dom γ ∩ (0, R)

}
has positive measure. Further, we can find a compact subset K ⊂ Bi,R of positive
measure with diam(K) < R. In particular, for any s, t ∈ K ⊂ γ−1(S),

ϕ(γ(t))− ϕ(γ(s)) ∈ C \B(0, 1i |t− s|).
Then γ⌞K is a C-curve intersecting S in a set of positive measure, and a contradic-
tion has been reached. □

The previous lemma gives us a method to “refine” the cones associated to an
Alberti representation. One should think of the cones Ci in the following lemma as
being very thin.

Lemma 4.3. Let X be a metric space, ϕ : X → Rn Lipschitz and C ⊂ Rn a cone.
Suppose that a measure µ has a C-Alberti representation. Then, for any collection
of cones C1, . . . , Cm ⊂ Rn such that

C \ {0} ⊂
m∪
i=1

interior(Ci),

there exists a Borel decomposition X = A1 ∪ . . . ∪ Am such that each µ⌞Ai has a
Ci-Alberti representation.
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Proof. By Theorem 3.8 there exists a decomposition X = A1 ∪ S1 such that A1

has the required form and S1 is C1-null. By applying Theorem 3.8 again (to µ⌞S1)
we obtain a decomposition X = A1 ∪ A2 ∪ S2 where A2 has the required form
and S2 is both C1-null and C2-null. Repeating, we obtain a decomposition X =
A1 ∪ . . .∪Am ∪S such that each Ai has the required form and S is Ci-null for each
1 ≤ i ≤ m. Now, if γ is a C-curve, then

H1(γ−1(S)) = H1({t ∈ γ−1(S) : (ϕ ◦ γ)′(t) ∈ C \ {0}})

≤
m∑
i=1

H1({t ∈ γ−1(S) : (ϕ ◦ γ)′(t) ∈ interior(Ci)}) = 0

by Lemma 4.2, which implies that S is C-null. Since µ has a C-Alberti representa-
tion, we have µ(S) = 0. Therefore, A′

1 = A1 ∪ S also has the required properties of
A1, and X = A′

1 ∪A2 ∪ . . . ∪Am is the required decomposition. □
Definition 4.4. For w ∈ Sn−1 and 0 < θ < 1, recall the notation C(w, θ) = {v ∈
Rn : |v ·w| ≥ θ‖v‖}. Note that C(w, θ) becomes wider as θ → 0. Let X be a metric
space and ϕ : X → Rn Lipschitz. Define the set S(ϕ) to be the collection of Borel
S ⊂ X for which the following is true: For any 0 < θ < 1 there exists a Borel
decomposition

S = S1 ∪ S2 ∪ . . . ∪ Sm

and w1, . . . , wm ∈ Sn−1 such that Si is C(wi, θ)-null for each 1 ≤ i ≤ m.

Theorem 4.5. Let (X, d, µ) be a metric measure space and ϕ : X → Rn Lipschitz.
There exists a Borel decomposition

X = S ∪
∪
i∈N

Ai

such that each µ⌞Ai has n independent Alberti representations and S ∈ S(ϕ).

Proof. We first prove the following. Given any 0 < θ < 1 and 1 ≤ d ≤ n there exists
a Borel decomposition

(4.1) X =

m∪
i=1

Ai ∪
m∪
i=1

Si

such that each µ⌞Ai has d independent Alberti representations and each Si is
C(wi, θ)-null for some wi ∈ Sn−1. We find these representations iteratively as fol-
lows.

First apply Theorem 3.8 to an arbitrary cone C = C(w, θ) to obtain a decompo-
sition X = A ∪ S where µ⌞A has a C-Alberti representation and S is C-null.

Choose α = α(θ) < 1 such that if w1, . . . , wn ∈ Sn−1 and wn ⊥ wi for 1 ≤ i < n,
then

(4.2) C(wn, θ) ∩ C(wi, α) = {0}, 1 ≤ i < n.

Suppose then that, for some 1 ≤ d < n, there exists a decomposition as in eq. (4.1)
where each µ⌞Ai has d independent Alberti representations. By applying Lemma 4.3
(and increasing m) we may suppose that there exists wi

1, . . . , w
i
d ∈ Sn−1 such that

these representations, for i fixed, are C(wi
j , α)-Alberti representations for each 1 ≤
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j ≤ d, and that these cones are independent. Fix 1 ≤ i ≤ m and pick wi
d+1 ∈

Sn−1 ∩ span(wi
1, . . . , w

i
d)

⊥. Then the cones

C(wi
1, α), . . . , C(wi

d, α) and C(wi
d+1, θ)

are independent by eq. (4.2). Applying Theorem 3.8 once more gives a decomposi-
tion Ai = A′

i ∪S′ where µ⌞A′
i has d+1 independent Alberti representations and S′

is C(wi
d+1, θ)-null.

Repeating this for each 1 ≤ d < n completes the proof of eq. (4.1). To complete
the proof of the Theorem 4.5, we apply eq. (4.1) for each θ = 1/j, j ∈ N, to obtain a

decompositionX = Âj∪Ŝj where each Âj is a finite union of sets with n independent

Alberti representations, and each Ŝj has a decomposition Ŝj = S1
j ∪ . . . ∪ S

mj

j ,

where each Si
j is C(wi

j , θ)-null for some wi
j ∈ Sn−1. Setting S = ∩jŜj completes the

proof. □

5. Alberti representations and Hausdorff dimension

In this section we show, using Guth’s multilinear Kakeya inequality [20, Theorem
7] for neighbourhoods of Lipschitz graphs, that any non-trivial measure with n in-
dependent Alberti representations has lower Hausdorff dimension at least n. Recall
that the lower Hausdorff dimension of a Borel measure µ is

dimH µ := inf{dimHB : B is Borel and µ(B) > 0}.

Fix n ≥ 2 and for m ∈ N let Dm be the family of dyadic sub-cubes of [0, 1)n

of side-length 2−m. For Q ∈ Dm write |Q| = 2−mn for the Lebesgue measure of
Q. For 0 < δ < 1/4 and for each 1 ≤ j ≤ n let Γj(δ) ⊂ Γ(Rn) be the set of
C(ej , 1 − δ)-curves in Rn (with respect to ϕ = id) and let Pj ∈ P(Γj(δ)). Recall
that that the cone C(ej , 1− δ) gets narrower as δ → 0.

For each 1 ≤ j ≤ n, cover Γj(δ) by a countable collection Rj of disjoint non-
empty subsets of diameter at most 2−m. For each 1 ≤ j ≤ n and every R ∈ Rj ,
pick one curve fragment γ ∈ R, extend it to a C(ei, 1− δ)-curve γR homeomorphic
to R, and let

fj := 2m(n−1)
∑
R∈Rj

Pj(R)χB(im γR,2
√
n2−m).

We will use the notation ≲ϵ for an inequality that holds up to a constant that
depends on n and ϵ. The following is a direct consequence [20, Theorem 7].

Theorem 5.1. For every ϵ > 0 there exists a δ > 0 such that∫
[0,1]n

n∏
j=1

[fj(x)]
1

n−1 dx ≲ϵ 2
mϵ.

Proof. Guth formulates his result in terms of unit neighbourhoods of Lipschitz
graphs, so to make his result applicable we first need to precompose each fj with a
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dilation by λm := 2m/2
√
n:∫

[0,1]n

n∏
j=1

[fj(x)]
1

n−1 dx = λ−n
m

∫
[0,λm]n

n∏
j=1

[
fj

(
x

λm

)] 1
n−1

dx

=

∫
[0,λm]n

n∏
j=1

[
fm
j (x)

] 1
n−1 dx.(5.1)

Here

fm
j (x) = λ1−n

m · fj
(

x

λm

)
= Cn

∑
R∈Rj

Pj(R)χB(imλmγR,1)(x),

where λmγR is the λm-dilation of γR (which is still a C(ej , 1− δ)-curve), and Cn is
a constant depending on n. Thus, applying the weighted version of [20, Theorem
7] (as in [20, Corollary 5]) to the right hand side of (5.1) gives∫

[0,1]n

n∏
j=1

[fj(x)]
1

n−1 dx ≲ϵ 2
mϵ

n∏
j=1

 ∑
R∈Rj

Pj(R)

 1
n−1

≤ 2mϵ,

recalling that the sets R ∈ Rj are disjoint for each 1 ≤ j ≤ n. □
Lemma 5.2. For every ϵ > 0 there exists a δ > 0 such that the following is true.
Suppose that µ is a measure on Rn for which there exist M1, . . . ,Mn > 0 such that
µ ≤ Mjν(Pj) for all 1 ≤ j ≤ n, where Pj ∈ P(Γj(δ)). Then

(5.2)
∑

Q∈Dm

(
µ(Q)

|Q|

) n
n−1

|Q| ≲ϵ 2
mϵ

n∏
j=1

M
1

n−1

j , m ≥ 0.

Proof. Fix 1 ≤ j ≤ n, m ≥ 0, and Q ∈ Dm. For any γ ∈ R ∈ Rj such that
γ ∩Q 6= ∅,

Q ⊂ B(im γ,
√
n2−m) ⊂ B(im γR, 2

√
n2−m).

Consequently, for any x ∈ Q,

fj(x) ≥ 2m(n−1)
∑

{Pj(R) : R ∈ Rj , ∃ γ ∈ R with im γ ∩Q 6= ∅}

≥ |Q|−
n−1
n · Pj({γ ∈ Γj : im γ ∩Q 6= ∅}).

Further, γ∗L1(Q) ≲ |Q|
1
n for all γ ∈ Γj(δ) ⊂ Γ(Rn), which consists of 2-biLipschitz

curves, and so, by our assumption on µ,

µ(Q) ≲ Mj · |Q|
1
n · Pj({γ ∈ Γi : γ ∩Q 6= ∅}) ≤ Mj |Q|fj(x).

Dividing by |Q|, taking a geometric average over 1 ≤ j ≤ n, and integrating the
result over Q gives (

µ(Q)

|Q|

) n
n−1

|Q| ≲
∫
Q

n∏
j=1

[Mjfj(x)]
1

n−1 dx.

Summing over Q ∈ Dm and applying Theorem 5.1 completes the proof. □
Theorem 5.3. Let (X, d, µ) be a metric measure space with n independent Alberti
representations. Then dimH µ ≥ n.
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Proof. Suppose that ϕ : X → Rn is Lipschitz and C1, . . . , Cn ⊂ Rn are independent
cones such that µ has a Cj-Alberti representation with respect to ϕ for each 1 ≤
j ≤ n. Then ϕ∗µ also has a Cj-Alberti representation for each 1 ≤ j ≤ n. To see
this, it suffices by Theorem 3.8 to argue that if S ⊂ Rn is Cj-null (with respect
to id), then ϕ∗µ(S) = 0. So, fix 1 ≤ j ≤ n and a set S ⊂ Rn which is Cj-
null (with respect to id). We will show that ϕ−1(S) is Cj-null (with respect to
ϕ): then ϕ∗µ(S) = µ(ϕ−1(S)) = 0, since µ has a Cj-Alberti representation. Let
γ ∈ Γ(X) be a Cj-curve (with respect to ϕ). Then it follows from Definition 3.5
that ϕ : im γ → Rn is biLipschitz, and hence

ϕ∗(H1⌞γ) � H1⌞ϕ(γ).
Also, ϕ ◦ γ : dom γ → Rn is a Cj-curve (with respect to id), so H1(S ∩ ϕ(γ)) = 0,
and consequently H1(γ ∩ ϕ−1(S)) = ϕ∗(H1⌞γ)(S) = 0. This means that ϕ−1(S) is
Cj-null (with respect to ϕ), as desired.

The previous discussion shows that it suffices to prove the result for X = Rn,
because ϕ∗µ is a measure on Rn satisfying the same hypotheses as µ. So, suppose
then that µ is a measure on Rn which has Alberti representations with respect to
independent cones C(wi, θi) for 1 ≤ i ≤ n. Then there exists a τ > 0 such that the
cones C(wi, θi+ τ) are also independent. Further, there exists an L ≥ 1, depending
on the wi and θ, such that, for any choice of vi ∈ Sn−1 ∩ C(wi, θi + τ) for each
1 ≤ i ≤ n, there exists a linear mapping T : Rn → Rn of norm at most L that maps
each vi to ei.

Fix ϵ > 0 and let δ > 0 be given by Lemma 5.2. For any Borel Y ⊂ Rn with
µ(Y ) > 0, we will show that dimH Y ≥ n − ϵ(n − 1). Since ϵ > 0 is arbitrary, this
will complete the proof. By reducing δ if necessary, we may suppose that δ < τ .
By applying Lemma 4.3, we may find a Borel set A ⊂ Y with µ(A) > 0 and cones
C(vi, τ/L) ⊂ C(wi, θi + δ) such that µ⌞A has a C(vi, τ/L)-Alberti representation
for each 1 ≤ i ≤ n. Then T∗(µ⌞A) has a C(ei, τ)-Alberti representation for each 1 ≤
i ≤ n. By the Radon-Nikodym theorem, there exists B ⊂ A of positive measure for
which T∗(µ⌞B) satisfies the hypotheses of Lemma 5.2 for some M1, . . . ,Mn ≤ M <
∞. By translating, we may also assume that T∗(µ⌞B) charges [0, 1)n. Applying the
lemma, it then remains to prove that for any measure µ on Rn satisfying eq. (5.2),
and any Borel Y ⊂ [0, 1)n with µ(Y ) > 0, dimH Y ≥ n− ϵ(n− 1).

This can be seen by estimating the L
n

n−1 dimension of µ⌞[0, 1)n. By definition
this quantity is

d := (n− 1) lim inf
m→∞

log
∑

Q∈Dm
µ(Q)

n
n−1

log 2−m
.

For any Q ∈ Dm, |Q|/|Q|
n

n−1 = 2
mn
n−1 and so eq. (5.2) gives

log
∑

Q∈Dm
µ(Q)

n
n−1

log 2−m
≥ logM

n
n−1Cn,ϵ2

−m( n
n−1

−ϵ)

log 2−m
→ n

n− 1
− ϵ

as m → ∞, so that d ≥ n− ϵ(n− 1). Since µ⌞[0, 1)n is finite and non-zero, the first

inequality of [19, Theorem 1.4] states that the L
n

n−1 dimension of µ is at most the
lower Hausdorff dimension of µ. Hence dimH µ⌞[0, 1)n ≥ d ≥ n− ϵ(n− 1), and the
proof is complete. □
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6. Conclusion

Combining our previous results gives the following.

Theorem 6.1. Let (X, d, µ) be a metric measure space with dimHX < ∞. Suppose
that µ(S ∩ ind(ϕ)) = 0 for every n ∈ N, every Lipschitz ϕ : X → Rn and every
S ∈ S(ϕ). Then (X, d, µ) is a Lipschitz differentiability space. Further, one can
take ni ≤ dimHX for all i ∈ N in Definition 1.2.

Proof. By Proposition 2.1 it suffices to show that, for any n > dimHX and any
ϕ : X → Rn, µ(indϕ) = 0. To prove the contrapositive, suppose that ϕ : X → Rn

is Lipschitz with µ(indϕ) > 0. By Theorem 4.5, there exists a decomposition
indϕ = S ∪

∪∞
j=1Ai where S ∈ S(ϕ) and each µ⌞Ai has n independent Alberti

representations. By assumption µ(S) = 0 and so µ(Ai) > 0 for some i ∈ N.
Theorem 5.3 implies that dimHX ≥ dimHAi ≥ n, as required. □

We say that a Borel ρ : X → R is a *-upper gradient1 of a Lipschitz f : X → R
if, for every 1-Lipschitz γ ∈ Γ(X),

|(f ◦ γ)′(t)| ≤ ρ(γ(t)) L1-a.e. t ∈ dom γ.

If γ : [0, l] → X is 1-Lipschitz, by applying [22, Lemma 4], we may cover almost all
of [0, l] by countably many compact sets Ki such that each γ⌞Ki is 1-Lipschitz and
2-biLipschitz, and hence belongs to Γ(X). If ρ is a *-upper gradient of f then

|(f ◦ γ)′(t)| = |(f ◦ γ⌞Ki)
′(t)| ≤ ρ(γ(t)) L1-a.e. t ∈ Ki, ∀i ∈ N.

Therefore, by the fundamental theorem of calculus, any *-upper gradient is an upper
gradient. However, because *-upper gradients only consider curve fragments, the
converse is not true in general (consider X ⊂ R a Cantor set of positive Lebesgue
measure). Thus the following theorem implies Theorem 1.4.

Theorem 6.2. Let (X, d, µ) be a metric measure space with dimHX < ∞. Suppose
that there exists a C ≥ 1 such that, for every Lipschitz f : X → R and every *-upper
gradient ρ of f ,

(6.1) Lip(f, x) ≤ Cρ(x) µ-a.e. x ∈ X.

Then (X, d, µ) is a Lipschitz differentiability space. Further, one can take ni ≤
dimHX for all i ∈ N in Definition 1.2.

Theorem 6.2 follows by combining Theorem 6.1 with the following.

Proposition 6.3. Let (X, d, µ) be a metric measure space and suppose that there
exists a C ≥ 1 such that, for any Lipschitz f : X → R and any *-upper gradient
ρ of f , (6.1) holds. Then for every n ∈ N, every Lipschitz ϕ : X → Rn and every
S ∈ S(ϕ), µ(S ∩ ind(ϕ)) = 0.

Proof. For each x ∈ indϕ, the function

D ∈ Sn−1 7→ Lip(D · ϕ, x)

1*-upper gradients were introduced in [9] using a different, but equivalent, definition.
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is Lipschitz (this follows from Lip(f + g, x) ≤ Lip(f, x) + Lip(g, x)) and hence
bounded away from 0. Let λx > 0 be its minimum value. Now, it suffices to show
that any S(ϕ) subset of Ui = {x ∈ indϕ : λx ≥ 1

i }, i ∈ N, for i ∈ N fixed, is µ-null.
Fix a S(ϕ) subset S ⊂ Ui. Then, fix θ = θ(i) > 0 (to be determined momentarily),

and decompose S = S1∪. . .∪Sm, where each Sj is C(wj , θ)-null for some wj ∈ Sn−1.
It suffices to show that µ(Sj) = 0 for each 1 ≤ j ≤ m, so we may assume to begin
with that S is C(w, θ)-null for some w ∈ Sn−1. Now, define f := w ·ϕ : X → R. We
claim that

ρ = Lipϕ(θχS + χSc)

is a *-upper gradient of f . Indeed, if γ ∈ Γ(X) is 1-Lipschitz, then by Lemma 4.2,
(ϕ◦γ)′(t) 6∈ interior(C(w, θ)) for almost every t ∈ γ−1(S). That is, for almost every
t ∈ γ−1(S),

(6.2) |(f ◦ γ)′(t)| = |w · (ϕ ◦ γ)′(t)| ≤ θ‖(ϕ ◦ γ)′(t)‖ ≤ θ Lipϕ = ρ(γ(t)).

Of course, for almost every t ∈ γ−1(Sc), |(f ◦ γ)′(t)| ≤ Lipϕ. Therefore, by (6.1),
for µ almost every x ∈ S,

1/i ≤ Lip(f, x) ≤ C Lipϕ · θ.

This shows that µ(S) = 0 for θ = θ(i) > 0 sufficiently small, and the proof is
complete. □

Remark 6.4. Note that the proof of Proposition 6.3 did not use the full strength of
the hypothesis eq. (6.1). It would, instead, suffice to assume the following. For all
x ∈ X there exists a “modulus of continuity” ωx : (0,∞) → (0,∞) with ωx(r) ↘ 0
as r ↘ 0 such that Lip(f, x) ≤ ωx(ρ(x)) for all Lipschitz f : X → R, for all *-upper
gradients ρ of f , and for µ almost every x ∈ X.
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