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In this paper, we study CCOP in general position. Loosely speaking, the latter
refers to an open and dense subset of its defining functions. In order to state
genericity in mathematically precise terms, let C2 (Rn,R) be endowed with the
strong (or Whitney) C2-topology, denoted by C2

s , see e. g. [6]. The C2
s -topology is

generated by allowing perturbations of the functions, their gradients and Hessians,
which are controlled by means of continuous positive functions. Let the product
space

C2(Rn,R|P |+|Q|+1) ∼= C2(Rn,R)× C2(Rn,R|P |)× C2(Rn,R|Q|)

of CCOP defining functions be topologized with the corresponding product topol-
ogy. We say that a property is generic for CCOP if there exists a C2

s -open and
C2
s -dense subset D ⊂ C2(Rn,R) × C2(Rn,R|P |) × C2(Rn,R|Q|), such that the cor-

responding CCOP(f, g, h) fulfil this property for all (f, g, h) ∈ D. We refer to
CCOP(f, g, h) being not in general position as describing singularities.

The idea behind this distinction is that a unified theory for optimization problems
in general position can be established. This includes suitable constraint qualifica-
tions, first- and second-order optimality conditions, local and global structure of
stationary points, convergence of Newton-type methods, stability w.r.t. data per-
turbations etc. The classification and description of singularities is more involved.
Every singularity often requires the development of an independent theory. This
is due to the fact that singularities are unstable and tend to change their type
due to bifurcations. The main challenge is, thus, to identify generic properties
of an optimization problem and to subsequently analyze its singularities, one by
one. This generic perspective has been pioneered in [7] and popularized in [8] in
context of nonlinear programming. Since then, the generic paradigm in optimiza-
tion has been successively applied to disjunctive programming, general semiinfinite
programming, mathematical programs with complementarity constraints, bilevel
optimization, mathematical programs with vanishing constraints, generalized Nash
equilibrium problems, nonlinear semidefinite programming, mathematical programs
with switching constraints etc., see e. g. [16] and references therein.

Our findings on the general position of CCOP and beyond are as follows:

(i) We examine the cardinality-constrained linear independence constraint qual-
ification (CC-LICQ) from [3]. Generically, CC-LICQ is shown to hold at all
CCOP feasible points, see Theorem 2.2. Further, we focus on M-stationary
points introduced in [2]. For a generic CCOP, M-stationary points turn out
to be nondegenerate, see Theorem 3.4. As in case of nonlinear programming,
nondegeneracy refers here to CC-LICQ (ND1), strict complementarity w.r.t
active inequality constraints (ND2), and regularity of Lagrange function’s
Hessian restricted to a suitably chosen tangent space (ND4). As novelty for
CCOP, if the cardinality constraint is not active, nondegeneracy addition-
ally requires that the multipliers w.r.t. zero entries of an M-stationary point
under consideration do not vanish (ND3), see Definition 3.3. In particular,
we show that for generic minimizers of CCOP the cardinality constraint has
to be always active, see Theorem 3.12.

(ii) In order to go beyond genericity for CCOP, we study the property of strong
stability for M-stationary points. Following the ideas in [11], a strongly
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stable M-stationary point remains locally unique with respect to any C2-
perturbations of the defining functions in CCOP(f, h, g). We characterize
strongly stable M-stationary points in terms of first- and second-order infor-
mation of CCOP defining functions, see Theorem 4.5. Based on the later,
nondegeneracy implies strong stability, but not vice versa. We emphasize
that there could exist strongly stable, but degenerate M-stationary points, –
these are particular singularities of CCOP. Nevertheless, the novel condition
ND3 has to be likewise fulfilled at any strongly stable M-stationary point.

(iii) Aiming to illustrate the strength of the generic approach, we deal with the
global structure of CCOP. For that, we study the topological changes of
its lower level sets as their levels vary. Deformation and cell-attachment in
the sense of Morse theory, see e. g. [14], [4], are proved for generic CCOP.
Deformation says that lower level sets are homeomorphic if passing a level
which does not correspond to any M-stationary point, see Theorem 5.2.
Cell-attachment algebraically describes topological differences between lower
level sets if a level corresponding to a nondegenerate M-stationary is crossed.
It turns out that multiple cells of the same dimension need to be attached to
a lower level set in order to obtain another lower level set up to homotopy-
equivalence, see Theorem 5.4. The dimension of those cells to be attached
coincides with the M-index we propose for nondegenerate M-stationary
points, see Definition 3.5. A global interpretation of deformation and cell-
attachment is given in form of a mounting pass result, see Remark 5.5.

Let us comment on the relation of our results to those known from the litera-
ture on CCOP. The class of CCOP has been introduced in [2]. There, it has been
suggested to consider M-stationary points along with the cardinality-constrained
linear independence constraint qualification. Subsequent studies in this direction
were conducted in [3], where weaker constraint qualification were examined. In [1],
the authors introduce a cardinality-constrained second-order sufficient condition in
the framework of CCOP. They show that the fulfilment of this condition at an M-
stationary point of CCOP implies its local uniqueness, see Proposition 4.2. More-
over, if the cardinality constraint is additionally active, the M-stationary point
under consideration becomes a strict local minimizer of CCOP, see Proposition
3.11. Another line of research concerning the class of CCOP has been developed
in [15]. There, M-stationary points appear under the name of C-KKT points.
By using Bouligand tangential cone w.r.t. the cardinality constraint, an alter-
native cardinality-constrained second-order sufficient condition has been proposed
in [15]. Under the latter, M-stationary points are shown to be strict local minimizers
even if the cardinality constraint becomes inactive, see Proposition 3.13. However,
we emphasize that cardinality-constrained second-order sufficient conditions either
from [1] or from [15] do not in general guarantee the strong stability of local min-
imizers, see Examples 4.4 and 4.9. Throughout the paper, we elaborate in detail
on the relation of cardinality-constrained second-order sufficient conditions from [1]
and from [15], respectively, to the notions of nondegenerate, as well as of strongly
stable M-stationary points. From the generic viewpoint, in [1] and in [15] some
unstable singularities are included into considerations, whereas we concentrate just
on nondegeneracy and strong stability for CCOP.
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The paper is organized as follows. In Sections 2 and 3 we discuss the genericity
of CC-LICQ and of nondegeneracy of M-stationary points, respectively. Section 4
is devoted to the characterization of strongly stable M-stationary points. In Section
5, the global structure of CCOP is described within the scope of Morse theory.

Our notation is standard. The cardinality of a finite set A is denoted by |A|.
The n-dimensional Euclidean space is denoted by Rn with the coordinate vectors
ei, i = 1, . . . , n. Its positive orthant is denoted by Hn. Given a twice continuously
differentiable function f : Rn → R,∇f denotes its gradient, and D2f stands for its
Hessian. The entries of the subvector xI correspond to those of x ∈ Rn with respect
to a given index set I ⊂ {1, . . . , n}.

2. Linear independence constraint qualification

We shall use the following notation:

Rn,k = {x ∈ Rn | ‖x‖0 ≤ k} .
Moreover, we define the index sets of zero components and of active constraints,
respectively:

I0(x) = {i ∈ {1, . . . , n} | xi = 0} , Q0(x) = {q ∈ Q | gq(x) = 0} .
Without loss of generality, we may assume that at a point of interest x ∈ M with
‖x‖0 = k it holds:

I0(x) = {1, . . . , k} , Q0(x) = {1, . . . , |Q0(x)|} .
We denote m = |P |+ |Q0(x)| and ℓ = |P |+ |Q0(x)|+ |I0(x)|.

Let us introduce a suitable constraint qualification for CCOP.

Definition 2.1 (CC-LICQ, [3]). We say that a feasible point x̄ ∈ M of CCOP sat-
isfies the cardinality-constrained linear independence constraint qualification (CC-
LICQ) if the following gradients are linearly independent:

∇hp(x̄), p ∈ P, ∇gq(x̄), q ∈ Q0(x̄), ei, i ∈ I0(x̄).

It turns out that CC-LICQ holds generically in the context of CCOP.

Theorem 2.2 (Genericity for CC-LICQ). Let F ⊂ C2(Rn,R|P |+|Q|+1) be the subset
of CCOP defining functions for which all feasible points satisfy CC-LICQ. Then, F
is C2

s -open and -dense.

Proof. For x ∈ Rn we define the so-called 0-jet:

j0F (x) = (x, h(x), g(x))

of the mapping
F (x) = (h(x), g(x)) .

Let us define the subset of the image space corresponding to the feasible set of
CCOP:

A = Rn,s × {0}|P | ×H|Q|.

We use the stratification of

Rn,s =
⋃

I1⊂{1,...,n}
|I1|≤s

⋃
J1⊂I1

ZI1,J1 ,
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where

ZI1,J1 =
{
x ∈ Rn

∣∣ x{1,...,n}\I1 = 0, xJ1 > 0, xI1\J1 < 0
}
.

We analogously use the stratification of

H|Q| =
⋃

Q1⊂Q

ZQ1 ,

where

ZQ1 =
{
x ∈ R|Q|

∣∣∣ xQ\Q1
= 0, xQ1 > 0

}
.

The set A admits the following stratification inherited from above:

A =
⋃

Q1⊂Q

⋃
I1⊂{1,...,n}

|I1|≤s

⋃
J1⊂I1

XQ1,I1,J1 ,

where

XQ1,I1,J1 = Zn
I1,J1 × {0}p × ZQ1 .

We show that CC-LICQ equivalently means that j0F meets A transversally. Recall
that j0F meets the Whitney stratified set A transversally if for all x̄ ∈ j0F−1(A) it
holds:

Dj0F (x̄) [Rn] + Tx̄XQ1,I1,J1 = Rn+|P |+|Q|,

whereXQ1,I1,J1 is the stratum of A containing j0F (x̄). The differentialDj0F (x̄) [Rn]
is spanned by the columns of the matrix eTi , i = 1, . . . , n

Dhp(x̄), p ∈ P
Dgq(x̄), q ∈ Q

 .

The tangent space Tx̄XQ1,I1,J1 is spanned by unit vectors from Rn+|P |+|Q|, which
correspond to the sets I1 and Q1, i. e.

 ei
0
0

 ∈ Rn+|P |+|Q| | i ∈ I1

 ∪


 0

0
eq

 ∈ Rn+|P |+|Q| | q ∈ Q1

 .

In order to show that Dj0F (x̄) [Rn] and Tx̄XQ1,I1,J1 sum up to the whole Rn+|P |+|Q|,
we determine the column rank of the matrix eTi , i = 1, . . . , n ei, i ∈ I1 0

Dhp(x̄), p ∈ P 0 0
Dgq(x̄), q ∈ Q 0 eq, q ∈ Q1

 .

The column rank is equal to n + |P | + |Q| if and only if all its rows are linearly
independent. This is exactly the case if just the following of them – written as
vectors – are linearly independent: ei

0
0

 , i ∈ {1, . . . , n}\I1,

 ∇hp(x̄)
0
0

 , p ∈ P,

 ∇gq(x̄)
0
0

 , q ∈ Q\Q1.
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Hence, Dj0F (x̄) [Rn] and Tx̄XQ1,I1,J sum up to the whole space Rn+|P |+|Q| if and
only if the gradients

ei, i ∈ {1, . . . , n}\I1, ∇hp(x̄), p ∈ P, ∇gq(x̄), q ∈ Q\Q1

are linearly independent. Since Q0(x̄) = Q\Q1 and I0(x̄) = {1, . . . , n}\I1, CC-LICQ
is valid. We apply the structured jet transversality theorem from [5] to conclude
the proof. Indeed, the latter says that for a given reduced jet extension and a given
stratification the subset of functions, which meet the stratification transversally,
is C2

s -dense. For closed stratified sets it also gives that the mentioned subset of
functions is C1

s -open. Obviously, it is then also C2
s -open. □

Under CC-LICQ, the CCOP feasible set can be locally represented in a prod-
uct structure by introducing new coordinates. This is in particular important for
deriving normal forms of CCOP, see Theorem 3.6.

Lemma 2.3 (Local structure). Suppose that CC-LICQ holds at x̄ ∈ M with ‖x̄‖0 =
k. Then M admits a local C2-coordinate system of Rn at x̄, i. e. there exists a
C2-diffeomorhism Φ : U → V with open Rn-neighborhoods U and V of x̄ and 0,
respectively, such that

(i) Φ(x̄) = 0,

(ii) Φ (M ∩ U) =
(
{0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m

)
∩ V .

Proof. Choose vectors ξr ∈ Rn, r ∈ R, which together with the vectors

∇hp(x̄), p ∈ P, ∇gq(x̄), q ∈ Q0(x̄), ei, i ∈ I0(x̄)

form a basis for Rn. We put

yp = hp (x) for p ∈ P,
y|P |+q = gq (x) for q ∈ Q0(x̄),
ym+i = xi for i ∈ I0(x̄),
yℓ+r = ξTr (x− x̄) for r ∈ R.

We write for short

(2.1) y = Φ(x).

By definition it holds Φ(x) ∈ C2 (Rn,Rn) and Φ(x̄) = 0. Due to CC-LICQ, the
Jacobian matrix DΦ(x̄) is nonsingular. Hence, by means of the inverse function
theorem, there exist open neighborhoods U of x̄ and V of 0 such that Φ : U → V
is a C2-diffeomorphism. Moreover, we can guarantee that Q0(x) ⊂ Q0(x̄) and
I0(x) ⊂ I0(x̄) by shrinking U if necessary. Thus, property (ii) follows directly from
the definition of Φ. □

3. Nondegenerate M-stationary points

Let us introduce a suitable stationarity notion for CCOP.

Definition 3.1 (M-stationarity, [2]). A feasible point x̄ ∈ M is called M-stationary

for CCOP if there exist multipliers λ̄ ∈ R|P |, µ̄ ∈ R|Q|, and γ̄ ∈ Rn such that the
following conditions hold:

M1: Df(x̄) =
∑
p∈P

λ̄pDhp(x̄) +
∑
q∈Q

µ̄qDgq(x̄) +
n∑

i=1
γ̄iei,
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M2: µ̄qgq(x̄) = 0 and µ̄q ≥ 0 for all q ∈ Q.
M3: γ̄ix̄i = 0 for all i = 1, . . . , n.

We call (x̄, λ̄, µ̄, γ̄) an M-stationary pair for CCOP.

It follows from M2 and M3 that multipliers for non-zero components and inactive
constraints vanish:

µ̄q = 0 for all q ∈ Q\Q0(x̄), γ̄i = 0 for all i ∈ {1, . . . , n}\I0(x̄).

Note that under CC-LICQ the multipliers of an M-stationary point are uniquely
determined. It is straightforward to see that M-stationarity is a first-order sufficient
optimality condition for CCOP in this case.

Proposition 3.2 (Necessary optimality condition, [2]). If x̄ ∈ M is a local mini-
mizer of CCOP satisfying CC-LICQ, then x̄ is M-stationary.

Given an M -stationary point x̄ ∈ M with multipliers (λ̄, µ̄, γ̄), it is convenient to
define the Lagrange function

L(x) = f (x)−
∑
p∈P

λ̄php (x) +
∑
q∈Q

µ̄qgq (x) +

n∑
i=1

γ̄ixi.

Further, we set

M0(x̄) =

x ∈ Rn

∣∣∣∣∣∣
hp (x) = 0, p ∈ P
gq (x) = 0, q ∈ Q0(x̄)
xi = 0, i ∈ I0(x̄)

 .

Obviously, M0(x̄) ⊂ M . In case that CC-LICQ holds at x̄, the set M0(x̄) is locally
an C2-manifold of dimension ‖x̄‖0 − |P | − |Q0(x̄)|. The tangent space of M0(x̄) at
x̄ is thus given by

Tx̄M0(x̄) =

ξ ∈ Rn

∣∣∣∣∣∣
Dhp(x̄)ξ = 0, p ∈ P
Dgq(x̄)ξ = 0, q ∈ Q0(x̄)
ξi = 0, i ∈ I0(x̄)

 .

Further, we define the concept of nondegeneracy for M-stationary points.

Definition 3.3 (Nondegenerate M-stationarity). An M-stationary point x̄ ∈ M of
CCOP is called nondegenerate if the following conditions hold at x̄:

ND1: CC-LICQ,
ND2: µ̄q > 0 for all q ∈ Q0(x̄),
ND3: if ‖x̄‖0 < s then γ̄i 6= 0 for all i ∈ I0(x̄),
ND4: the matrix D2L(x̄) ↾Tx̄M0(x̄) is nonsingular.

It turns out that nondegeneracy is a generic property of M-stationary points for
CCOP.

Theorem 3.4 (Genericity for M-stationarity). Let F ⊂ C2(Rn,R|P |+|Q|+1) be the
subset of CCOP defining functions for which each M-stationary point is nondegen-
erate. Then, F is C2

s -open and -dense.
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Proof. Let us fix a number k ∈ {0, . . . , s} of non-zero entries, an index set I0 ⊂
{1, . . . , n} of n−k zero entries, an index subset J0 ⊂ I0 of zero-entries, an index set
Q0 ⊂ {1, . . . , |Q|} of active inequality constraints, an index subset T0 ⊂ Q0 of these
active inequality constraints, and a number r ∈ {0, 1, . . . , n} standing for the rank.
For this choice we consider the set Mk,I0,J0,Q0,T0,r of x ∈ Rn such that the following
conditions are satisfied:

(m1) xi 6= 0 for all i ∈ {1, . . . , n}\I0, and xi = 0 for all i ∈ I0,
(m2) hp(x) = 0 for all p ∈ P and gq(x) = 0 for all q ∈ Q0,
(m3a) if k < s then it holds:

Df(x) ∈ span {Dhp(x), p ∈ P,Dgq(x), q ∈ Q0\T0, ei, i ∈ I0\J0} ,

(m3b) if k = s then it holds:

Df(x) ∈ span {Dhp(x), p ∈ P,Dgq(x), q ∈ Q0\T0, ei, i ∈ I0} ,

(m4) the matrix D2L(x) ↾TxM0(x) has rank r.

Note that (m1) refers to the cardinality constraint, (m2) to equality and active in-
equality constraints, while (m3a) and (m3b) describe violation of ND2 or ND3. Fur-
thermore, (m4) describes violation of ND4. Now, it suffices to show that Mk,I0,J0,Q0,T0,r

is generically empty whenever one of the sets T0 or J0 is nonempty or the rank r in
(m4) is not full, i. e. r < dim (TxM0(x)). In fact, the available degrees of freedom
of the variables involved in each Mk,I0,J0,Q0,T0,r are n. The loss of freedom caused
by (m1) is n − k, and the loss of freedom caused by (m2) is |P | + |Q0|. Due to
Theorem 2.2, CC-LICQ holds generically at any feasible x, i. e. (ND1) is fulfilled.
Suppose that the sets T0 and J0 are empty, then both (m3a) or (m3b) causes a
loss of freedom of n − |P | − |Q0| − (n − k). Hence, the total loss of freedom is n.
We conclude that a further degeneracy, i. e. T0 6= ∅, J0 6= ∅ or r < dim (TxM0(x)),
would imply that the total available degrees of freedom n are exceeded. By virtue of
the jet transversality theorem from [8], generically the sets Mk,I0,J0,Q0,T0,r must be
empty. For the openness result, we argue in a standard way. Locally, M-stationarity
can be written via stable equations. Then, the implicit function theorem for Ba-
nach spaces can be applied to follow M-stationary points with respect to (local)
C2-perturbations of defining functions. Finally, a standard globalization procedure
exploiting the specific properties of the strong C2

s -topology can be used to construct
a (global) C2

s -neighborhood of problem data for which the nondegeneracy property
is stable, cf. [8]. □

As an auxiliary tool, being important for studying the global structure of CCOP
later on, we associate with an M-stationary points its M-index.

Definition 3.5 (M-Index). Let x̄ ∈ M with ‖x̄‖0 = k be a nondegenerate
M-stationary point of CCOP. The number of negative eigenvalues of the matrix
D2L(x̄) ↾Tx̄M0(x̄) is called its quadratic index (QI). The number s−k+QI is called
the M-index of x̄.

Let us describe the local structure of CCOP in a sufficiently small neighborhood
of a nondegenrate M-stationary point. This representation of CCOP in normal form
serves as the main technical tool for our subsequent analysis.
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Theorem 3.6 (Morse Lemma for CCOP). Suppose that x̄ is a nondegenerate M-
stationary point of CCOP with ‖x̄‖0 = k and quadratic index QI. Then, there exist
neighborhoods Ux̄ and V0 of x̄ and 0, respectively, and a local C1-coordinate system
Ψ : Ux̄ → V0 of Rn around x̄ such that:

(3.1) f ◦Ψ−1(y) = f(x̄) +
∑

q∈Q0(x̄)

y|P |+q +
∑

i∈I0(x̄)

ym+i +
∑
r∈R

±y2ℓ+r,

where y ∈ {0}|P | × H|Q0(x̄)| × Rn−k,s−k × Rk−m. Moreover, there are exactly QI
negative squares in (3.1).

Proof. Without loss of generality, we may assume f(x̄) = 0. By using Φ(x) from
(2.1), we put f̄ := f ◦ Φ−1 on the set(

{0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m
)
∩ V0.

At the origin we have with respect to the new y-coordinates:

(i)
∂f̄

∂y|P |+q
> 0 for q ∈ Q0(x̄),

(ii) if k < s then
∂f̄

∂ym+i
6= 0 for i ∈ I0(x̄),

(iii)
∂f̄

∂yℓ+r
= 0 for r ∈ R and the matrix

(
∂2f̄

∂yℓ+r1∂yℓ+r2

)
r1,r2∈R

is nonsingular.

We denote f̄ by f again. Under the following coordinate transformations the set

{0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m

will be equivariantly transformed in itself. We put y = (Yn−r, Y
r), where

Yn−r = (y1, . . . , yℓ) , Y r = (yℓ+1, . . . , yn) .

It holds:

f (Yn−r, Y
r) =

∫ 1

0

d

dt
f (tYn−r, Y

r) dt+ f (0, Y r)

=
∑

q∈Q0(x̄)

y|P |+q · d|P |+q(y)

+
∑

i∈I0(x̄)
ym+i · dm+i(y) + f (0, Y r) ,

where

d|P |+q(y) =

∫ 1

0

∂f

∂y|P |+q
(tYn−r, Y

r) dt, q ∈ Q0(x̄),

dm+i(y) =

∫ 1

0

∂f

∂ym+i
(tYn−r, Y

r) dt, i ∈ I0(x̄).

Note that d|P |+q ∈ C1 for q ∈ Q0(x̄), and dm+i ∈ C1 for i ∈ I0(x̄). Due to (iii),

we may apply the standard Morse Lemma on the C2-function f (0, Y r) without
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affecting the first Yn−r coordinates, see e. g. [8]. The corresponding coordinate
transformation is of class C1. Denoting the transformed functions again by f and
di, we obtain

f(y) =
∑

q∈Q0(x̄)

y|P |+q · d|P |+q(y) +
∑

i∈I0(x̄)

ym+i · dm+i(y) +
∑
r∈R

±y2ℓ+r.

In case k < s, (i) and (ii) provide that

d|P |+q(0) =
∂f

∂y|P |+q
(0) > 0, q ∈ Q0(x̄),

dm+i(0) =
∂f

∂ym+i
(0) 6= 0, i ∈ I0(x̄).

Hence, we may take

y|P |+q ·
∣∣d|P |+q(y)

∣∣ , q ∈ Q0(x̄),
ym+i · dm+i(y), i ∈ I0(x̄),
yℓ+r, r ∈ R

as new local C1-coordinates by a straightforward application of the inverse function
theorem. Denoting the transformed function again by f , we obtain (3.1). Here, the
coordinate transformation Ψ is understood as the composition of all previous ones.

In case k = s, we need to consider f locally around the origin on the set

{0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m = {0}|P | ×H|Q0(x̄)| × {0}n−s × Rk−m.

Hence, ym+i = 0 for i ∈ I0(x̄) and we obtain the representation (3.1) analogously.
□

Remark 3.7. It follows from the proof of Lemma 2.3 and from Lemma 2.2.1 of [9]
that the multipliers at a nondegenerate M-stationary point are the corresponding
partial derivatives of the objective function in new coordinates given by the diffeo-
morphism (2.1).

As a first application of Morse Lemma we analytically describe nondegenerate
local minimizers.

Proposition 3.8 (Minimizers and M-index). Let x̄ ∈ M be a nondegenerate M-
stationary point. Then, x̄ is a local minimizer of CCOP if and only if its M-index
vanishes.

Proof. Let x̄ be a nondegenerate M-stationary point for CCOP. The application of
Morse Lemma from Theorem 3.6 says that there exist neighborhoods Ux̄ and V0 of
x̄ and 0, respectively, and a local C1-coordinate system Ψ : Ux̄ → V0 of Rn around
x̄ such that (3.1) holds. Therefore, x̄ is a local minimizer for CCOP if and only if

0 is a local minimizer of f ◦Ψ−1 on the set {0}|P | ×H|Q0(x̄)| ×Rn−k,s−k ×Rk−m. If
the M-index vanishes, we have k = s and QI = 0, and (3.1) reads as

(3.2) f ◦Ψ−1(y) = f(x̄) +
∑

q∈Q0(x̄)

y|P |+q +
∑
r∈R

y2ℓ+r,
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where y ∈ {0}|P |×H|Q0(x̄)|×{0}n−s×Rk−m. Thus, 0 is a local minimizer for (3.2).
Vice versa, if 0 is a local minimizer for (3.1), then obviously k = s and QI = 0,
hence, the M-index of x̄ vanishes. □

Proposition 3.8 motivates to introduce the notion of nondegenerate local mini-
mizers.

Definition 3.9 (Nondegenerate minimizers). A local minimizer x̄ ∈ M of CCOP
is called nondegenerate if the following conditions hold at x̄:

CC-LICQ,
Strict Complementarity (SC), i. e. µ̄q > 0 for all q ∈ Q0(x̄),
Active Cardinality Condition (ACC), i. e. ‖x̄‖0 = s,
Second-Order Sufficiency Condition (SOSC), i. e. D2L(x̄) ↾Tx̄M0(x̄) is posi-
tive definite.

Let us relate the notion of nondegenerate minimizer to the cardinality-constrained
second-order sufficient conditions from [1]. In order to formulate the latter, a sub-
stitute for the linearization cone of M at a feasible point x̄ ∈ M is used:

Lx̄M =

ξ ∈ Rn

∣∣∣∣∣∣
Dhp(x̄)ξ = 0, p ∈ P
Dgq(x̄)ξ ≥ 0, q ∈ Q0(x̄)
|{i ∈ I0(x̄) | ξi = 0}| ≥ n− s

 .

The critical cone of M at x̄ ∈ M is then defined by

Cx̄M = {ξ ∈ Lx̄M |Df(x̄)ξ ≤ 0} .
Next, Lemma 3.10 provides a representation of the critical cone just in terms of the
constraints at an M-stationary point under ACC. This result is crucial for comparing
our theory with that developed in [1] and in [15] further on.

Lemma 3.10 (Critical cone). Let x̄ ∈ M be an M-stationary point of CCOP with
multipliers (λ̄, µ̄, γ̄) satisfying ACC. Then, for the critical cone of M at x̄ holds:

(3.3) Cx̄M =

ξ ∈ Rn

∣∣∣∣∣∣∣∣
Dhp(x̄)ξ = 0, p ∈ P
Dgq(x̄)ξ ≥ 0, q ∈ Q0(x̄)\Q+(x̄),
Dgq(x̄)ξ = 0, q ∈ Q+(x̄)
ξi = 0, i ∈ I0(x̄)

 ,

where the index set of positive multipliers corresponding to the inequality constraints
is given by

Q+(x̄) = {q ∈ Q0(x̄) | µ̄q > 0} .
Proof. Let us consider a vector ξ from the right-hand side of (3.3). Due to ACC,
we have |I0(x̄)| = n− s. Hence, from ξi = 0, i ∈ I0(x̄) we get:

|{i ∈ I0(x̄) | ξi = 0}| = n− s.

This implies that ξ ∈ Lx̄M . M-stationarity of x̄ provides:

Df(x̄)ξ =
∑
p∈P

λ̄pDhp(x̄)ξ︸ ︷︷ ︸
=0

+
∑

q∈Q0(x̄)\Q+(x̄)

µ̄q︸︷︷︸
=0

Dgq(x̄)ξ

+
∑

q∈Q+(x̄)

µ̄q Dgq(x̄)ξ︸ ︷︷ ︸
=0

+
∑

i∈I0(x̄)

γ̄i eiξ︸︷︷︸
=ξi=0

= 0.
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Overall, we have shown that ξ ∈ Cx̄M . Now, we assume that ξ ∈ Cx̄M . By recalling
|I0(x̄)| = n− s, the condition |{i ∈ I0(x̄) | ξi = 0}| ≥ n− s implies:

ξi = 0, i ∈ I0(x̄).

Furthermore, we obtain:∑
q∈Q+(x̄)

µ̄q︸︷︷︸
>0

Dgq(x̄)ξ︸ ︷︷ ︸
≥0

= Df(x̄)ξ︸ ︷︷ ︸
≤0

−
∑
p∈P

λ̄pDhp(x̄)ξ︸ ︷︷ ︸
=0

−
∑

q∈Q0(x̄)\Q+(x̄)

µ̄q︸︷︷︸
=0

Dgq(x̄)ξ −
∑

i∈I0(x̄)

γ̄i eiξ︸︷︷︸
=ξi=0

.

From here we deduce that Dgq(x̄)ξ = 0 for all q ∈ Q+(x̄). □
The following related sufficient optimality condition has been stated as Corollary

3.2 in [1].

Proposition 3.11 (Sufficient optimality condition, [1]). Let x̄ ∈ M be an M-
stationary point satisfying ACC. Assume that for all ξ ∈ Cx̄M with ξ 6= 0 there
exist multipliers λ̄ ∈ R|P | and µ̄ ∈ R|Q| such that:

(3.4) ξT

D2f (x̄)−
∑
p∈P

λ̄pD
2hp (x̄)−

∑
q∈Q

µ̄qD
2gq (x̄)

 ξ > 0.

Then, x̄ is a strict local minimizer of CCOP, i. e. there exists r > 0 such that
f(x̄) < f(x) holds for all x ∈ M ∩B (x̄, r) with x 6= x̄.

It is straightforward to apply Proposition 3.11 for M-stationary points x̄ ∈ M ,
which satisfy CC-LICQ, SC, ACC, and SOSC. In this case, CC-LICQ ensures the
uniqueness of the multipliers (λ̄, µ̄, γ̄). SC implies that Q+(x̄) = Q0(x̄). Due to
ACC, Lemma 3.10 is applicable and we obtain Cx̄M = Tx̄M0(x̄). Hence, the
cardinality-constrained second-order sufficient condition (3.4) from [1] coincides
with SOSC. Altogether, the assumptions of Proposition 3.11 are fulfilled and it
follows that x̄ is a strict local minimizer. We conclude that the notion of nonde-
generate minimizer is in accordance with the cardinality-constrained second-order
sufficient conditions from [1]. More precisely, Proposition 3.8 can be partly deduced
by means of Proposition 3.11, i. e. that a nondegenerate M-stationary point with
vanishing M-index (thus, satisfying CC-LICQ, SC, ACC, and SOSC) is a local min-
imizer of CCOP. From this point of view, our contribution here is not so much
in proving Proposition 3.8, but rather in recognizing that all local minimizers are
generically nondegenerate.

Theorem 3.12 (Genericity for minimizers). Let F ⊂ C2(Rn,R|P |+|Q|+1) be the
subset of CCOP defining functions for which each local minimizer is nondegenerate,
i. e. satisfying CC-LICQ, SC, ACC, and SOSC. Then, F is C2

s -open and -dense.

Proof. Note that every local minimizer of CCOP has to be M-stationary. Nonde-
generate M-stationary points are generic by Theorem 3.4. Hence, generically, local
minimizers are nondegenerate. Thus, CC-LICQ and SC are satisfied. Note that
moreover its M-index vanishes due to Proposition 3.8. Hence, ACC and SOSC are
also satisfied. □
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Additionally, we would like to relate the notion of nondegenerate minimizer to the
cardinality-constrained second-order sufficient conditions from [15]. For that, let x̄ ∈
M be an M-stationary point for CCOP with multipliers (λ̄, µ̄, γ̄). A corresponding
linearization cone w.r.t. equality and inequality constraints at x̄ ∈ M is defined
in [15] as follows:

(3.5) LQ+(x̄) =

ξ ∈ Rn

∣∣∣∣∣∣
Dhp(x̄)ξ = 0, p ∈ P
Dgq(x̄)ξ ≥ 0, q ∈ Q0(x̄)\Q+(x̄),
Dgq(x̄)ξ = 0, q ∈ Q+(x̄)

 .

Moreover, the authors compute the Bouligand tangential cone w.r.t. the cardinality
constraint:

(3.6) TB
Rn,s(x̄) =


⋃

J∈J (x̄)

span {ej | j ∈ J } , if ‖x̄‖0 < s,

span {ei | i ∈ I1(x̄)} , if ‖x̄‖0 = s,

where

J (x̄) = {J ⊂ {1, . . . , n} | I1(x̄) ⊂ J, |J | = s} .
The following related sufficient optimality condition has been stated as Theorem

4.2 in [15].

Proposition 3.13 (Sufficient optimality condition, [15]). Let x̄ ∈ M be an M-

stationary point with multipliers λ̄ ∈ R|P | and µ̄ ∈ R|Q|. Assume that for all ξ ∈
LQ+(x̄) ∩ TB

Rn,s(x̄) with ξ 6= 0 it holds:

(3.7) ξT

D2f (x̄)−
∑
p∈P

λ̄pD
2hp (x̄)−

∑
q∈Q

µ̄qD
2gq (x̄)

 ξ > 0.

Then, x̄ is a strict local minimizer of CCOP, i. e. there exists r > 0 such that
f(x̄) < f(x) holds for all x ∈ M ∩B (x̄, r) with x 6= x̄.

In view of Lemma 3.10, it is now straightforward to see that under ACC at an
M-stationary point x̄ ∈ M with multipliers (λ̄, µ̄, γ̄) we have:

(3.8) Cx̄M = LQ+(x̄) ∩ TB
Rn,s(x̄).

Hence, cardinality-constrained sufficient optimality conditions (3.4) from [1] and
(3.7) from [15] coincide if ACC additionally holds. From here we conclude that
the notion of nondegenerate minimizer is in accordance also with the cardinality-
constrained second-order sufficient conditions from [15]. Again, Proposition 3.8
can be partly deduced by means of Proposition 3.13, i. e. that a nondegenerate
M-stationary point with vanishing M-index (thus, satisfying CC-LICQ, SC, ACC,
and SOSC) is a local minimizer of CCOP. From the generic viewpoint, the authors
in [1] and in [15] consider not only nondegenerate M-stationary points, but also some
singularities which satisfy less demanding cardinality-constrained second-order suf-
ficient conditions (3.4) and (3.7), respectively. However, as we shall see in next
Section 4, degenerate M-stationary points may become unstable w.r.t. data per-
turbations, even in presence of the cardinality-constrained second-order sufficient
condition (3.4) or (3.7).
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4. Strongly stable M-stationary points

In Corollary 3.3 by [1], the local uniqueness of M-stationary points has been
deduced in terms of cardinality-constrained second-order sufficient conditions. In
order to state the corresponding result, we mention the constant positive linear
dependence constraint qualification.

Definition 4.1 (CC-CPLD, [3]). We say that a feasible point x̄ ∈ M of CCOP
satisfies the cardinality-constrained constant positive linear dependence constraint
qualification (CC-CPLD) if for any subset P̄ ⊂ P , Q̄0 ⊂ Q0(x̄), and Ī0 ⊂ I0(x̄),
such that the gradients

∇hp(x), p ∈ P̄ , ∇gq(x), q ∈ Q̄0, ei, i ∈ Ī0

are positively linearly dependent at x = x̄, they remain linearly dependent in a
neighborhood of x̄.

It is not hard to see from Definitions 2.1 and 4.1 that CC-LICQ implies CC-
CPLD, see [3].

Proposition 4.2 (Local uniqueness, [1]). Let x̄ ∈ M be an M-stationary point
of CCOP satisfying CC-CPLD. Assume that for all ξ ∈ Cx̄M with ξ 6= 0 and all
multipliers λ̄ ∈ R|P | and µ̄ ∈ R|Q| it holds:

(4.1) ξT

D2f (x̄)−
∑
p∈P

λ̄pD
2hp (x̄)−

∑
q∈Q

µ̄qD
2gq (x̄)

 ξ > 0.

Then, there exists r > 0 such that x̄ is the unique M-stationary point within the ball
B(x̄, r).

We intend to consider a more demanding property of M-stationary points, namely
that of strong stability in the sense of [11]. Loosely speaking, a strongly stable M-
stationary point remains locally unique with respect to any C2-perturbations of the
defining functions in CCOP(f, h, g). In order to control these C2-perturbations,

we use the seminorm ‖(f, h, g)‖C
2

B(x̄,r) to be the modulus of the function values and

partial derivatives up to order two of f, h, g on the ball B(x̄, r).

Definition 4.3 (Strongly stable M-stationary point). An M-stationary point x̄ of
CCOP(f, h, g) is called strongly stable if for some r > 0 and each ε ∈ (0, r] there
exists δ > 0 such that whenever(

f̃ , h̃, g̃
)
∈ C2(Rn,R)× C2(Rn,R|P |)× C2(Rn,R|Q|)

and ∥∥∥(f̃ , h̃, g̃)− (f, h, g)
∥∥∥C2

B(x̄,r)
≤ δ,

the ball B (x̄, ε) contains an M-stationary point x̃ of CCOP
(
f̃ , h̃, g̃

)
that is unique

within B (x̄, r).

It turns out that the cardinality-constrained second-order sufficient condition
(4.1) from [1] cannot in general prevent an M-stationary point from being unstable.
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By the way, the same is true for the cardinality-constrained second-order sufficient
condition (3.7) from [15].

Example 4.4 (Instability). We consider the following CCOP with P = Q = ∅ and
n = 2, s = 1:

CCOP(f) : min
x1,x2

f (x1, x2) = x21 + x22 s. t. ‖(x1, x2)‖0 ≤ 1.

Obviously, x̄ = (0, 0) is the unique minimizer of CCOP(f). Since CC-LICQ is
satisfied at x̄, so is also CC-CPLD. Moreover, we have:

Cx̄M =
{
(ξ1, ξ2) ∈ R2 | ‖(ξ1, ξ2)‖0 ≤ 1

}
.

The cardinality-constrained second-order sufficient condition (4.1) from [1] is valid,
since for all ξ ∈ Cx̄M with ξ 6= (0, 0) it holds:

ξTD2f(x̄)ξ = 2
(
ξ21 + ξ22

)
> 0.

Although both assumptions from Proposition 4.2 are satisfied, x̄ is not strongly
stable. To see this, we perturb the defining function by means of an arbitrarily
small ε > 0 as follows:

CCOP
(
f̃
)
: min
x1,x2

f̃ (x1, x2) = (x1 − ε)2 + (x2 − ε)2 s. t. ‖(x1, x2)‖0 ≤ 1.

Obviously, CCOP
(
f̃
)
has now two solutions x̃1 = (ε, 0) and x̃2 = (0, ε). Here, we

observe a bifurcation of the minimum x̄ of the original problem CCOP(f) into two

minima x̃1 and x̃2 of the perturbed problem CCOP
(
f̃
)
. More interestingly, there

is another M-stationary point x̃3 = (0, 0) of the perturbed problem in an arbitrarily
small neighborhood of x̄. Why does the bifurcation occur? This is not only due
to the fact the minimizer x̄ of CCOP(f) is degenerate, but mainly because ACC is
violated at x̄, i. e. ‖x̄‖0 = 0. It is worth to mention that the cardinality-constrained
second-order sufficient condition (3.7) from [15] is nevertheless valid at x̄. In absence
of equality and inequality constraints, we have LQ+(x̄) = R2. It is easy to see

that additionally TB
R2,1(x̄) = Cx̄M holds here. We conclude that the cardinality-

constrained second-order sufficient condition (3.7) from [15], although fulfilled at x̄,
does not prevent the latter M-stationary point from being unstable. □

Now, we are ready to fully characterize strong stability in the context of CCOP
under CC-LICQ. For that, we shall use some auxiliary objects associated with an
M-stationary point x̄ ∈ M and its mulitpliers (λ̄, µ̄, γ̄). For Q+(x̄) ⊂ Q∗ ⊂ Q0(x̄)
we set

M∗(x̄) =

x ∈ Rn

∣∣∣∣∣∣
hp (x) = 0, p ∈ P
gq (x) = 0, q ∈ Q∗
xi = 0, i ∈ I0(x̄)

 .

In case that CC-LICQ holds at x̄, the set M∗(x̄) is locally an C2-manifold of di-
mension ‖x̄‖0 − |P | − |Q∗|. The tangent space of M∗(x̄) at x̄ is thus given by

Tx̄M∗(x̄) =

ξ ∈ Rn

∣∣∣∣∣∣
Dhp(x̄)ξ = 0, p ∈ P
Dgq(x̄)ξ = 0, q ∈ Q∗
ξi = 0, i ∈ I0(x̄)

 .
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Theorem 4.5 (Characterization of strong stability). Let x̄ ∈ M be an M -stationary
point of CCOP satisfying CC-LICQ. Then, x̄ is strongly stable if and only if it fulfils
ND3 and for all index subsets Q+(x̄) ⊂ Q∗ ⊂ Q0(x̄) the matrices D2L(x̄) ↾Tx̄M∗(x̄)

are nonsingular with the same determinant sign.

In order to prove Theorem 4.5, we need the notion of strongly stable M-stationary
pairs and their characterization given below.

Definition 4.6 (Strongly stable M-stationary pair). An M-stationary pair x̄ of
CCOP(f, h, g) along with the corresponding multipliers (λ̄, µ̄, γ̄) is called strongly
stable if for some r > 0 and each ε ∈ (0, r] there exists δ > 0 such that whenever(

f̃ , h̃, g̃
)
∈ C2(Rn,R)× C2(Rn,R|P |)× C2(Rn,R|Q|)

and ∥∥∥(f̃ , h̃, g̃)− (f, h, g)
∥∥∥C2

B(x̄,r)
≤ δ,

the ball B
(
(x̄, λ̄, µ̄, γ̄), ε

)
contains an M-stationary pair

(
x̃, λ̃, µ̃, γ̃

)
of

CCOP
(
f̃ , h̃, g̃

)
that is unique within B

(
(x̄, λ̄, µ̄, γ̄), r

)
.

Let us elaborate on how strongly stable M-stationary points and pairs are related
to each other.

Lemma 4.7. The following assertions are equivalent:

(i) x̄ is a strongly stable M-stationary point for CCOP which statisfies CC-LICQ
and has the associated multiplier vector

(
λ̄, µ̄, γ̄

)
.

(ii)
(
x̄, λ̄, µ̄, γ̄

)
is a strongly stable M-stationary pair for CCOP.

Proof. The proof goes along the lines of [10].
(i) ⇒ (ii) Consider a strongly stable M-stationary point x̄ fulfilling CC-LICQ

and having the associated multiplier vector
(
λ̄, µ̄, γ̄

)
. CC-LICQ ensures the unique-

ness of
(
λ̄, µ̄, γ̄

)
. Moreover, the CC-LICQ remains valid under small perturba-

tions. Thus, uniqueness of the multipliers is provided under small perturbations.
Moreover, due to Lemma 2.3 the multipliers are the corresponding partial deriva-
tives of the objective function in new coordinates. Hence, continuity under small
perturbations is also provided. We conclude, that

(
x̄, λ̄, µ̄, γ̄

)
is a strongly stable

M-stationary pair for CCOP.
(ii) ⇒ (i) Suppose now

(
x̄, λ̄, µ̄, γ̄

)
is a strongly stable M-stationary pair for

CCOP(f, h, g). From the definition of strong stability it follows trivially that (x̄)
is a strongly stable M-stationary point for CCOP with its multiplier vector being(
λ̄, µ̄, γ̄

)
. It remains to show that it also satisfies CC-LICQ. In order to show this

we suppose LICQ to be not fulfilled. Thus, there exist numbers βh,p, p ∈ P, βg,q, q ∈
Q0 (x̄) , βx,i, i ∈ I0 (x̄) (not all vanishing) such that

(4.2)
∑
p∈P

βh,pDhp(x̄) +
∑

q∈Q0(x̄)

βg,qDgq(x̄) +
∑

i∈I0(x̄)

βx,iei = 0.



CCOP IN GENERAL POSITION AND BEYOND 1123

Next, we define

c = −

∑
p∈P

Dhp(x̄) +
∑

q∈Q0(x̄)

Dgq(x̄) +
∑

i∈I0(x̄)

ei


and φ(x) = cT · x. For ϵ > 0 we put:

λp(ϵ) = λ̄p + ϵ, p ∈ P,

µq(ϵ) =

{
0, q ∈ Qc

0 (x̄)

µ̄q + ϵ, q ∈ Q0 (x̄) ,

γi(ϵ) =

{
0, i ∈ Ic0 (x̄)

γ̄i + ϵ, i ∈ I0 (x̄) .

Hence, it obviously holds:

• Df(x̄)− ϵ · c =
∑
p∈P

λp(ϵ)Dhp(x̄) +
∑
q∈Q

µq(ϵ)Dgq(x̄) +

n∑
i=1

γi(ϵ)ei,

• µq(ϵ)gq(x̄) = 0 and µq(ϵ) ≥ 0 for all q ∈ Q.
• γi(ϵ)x̄i = 0 for all i = 1, . . . , n.

Hence, (x̄, λ(ϵ), µ(ϵ), γ(ϵ)) is a M-stationary pair for CCOP(f + ϵφ, h, g). For suf-
ficiently small ϵ the M-stationary pair(x̄, λ(ϵ), µ(ϵ), γ(ϵ)) has to be unique in some
neighborhood U of

(
x̄, λ̄, µ̄, γ̄

)
. However, (4.2) and µq(ϵ) > 0, q ∈ Qc

0 (x̄), en-
sure together that there is another M-stationary pair for CCOP(f + ϵφ, h, g) given

by
(
x̄, λ̃(ϵ, t, β), µ̃(ϵ, t, β), γ̃(ϵ, t, β)

)
, with

λ̃(ϵ, t, β) = λp(ϵ) + t · βh,p, p ∈ P,

µ̃(ϵ, t, β) =

{
0, q ∈ Qc

0 (x̄)

µq(ϵ) + t · βg,q, q ∈ Q0 (x̄) ,

γ̃(ϵ, t, β) =

{
0, i ∈ I1 (x̄)

γi(ϵ) + t · βx,i, i ∈ I0 (x̄) ,

and t a sufficiently small real number. Thus,
(
x̄, λ̄, µ̄, γ̄

)
is not a strongly stable

M-stationary pair for CCOP(f, h, g), which is contradictory. Hence, CC-LICQ has
to hold at x̄.

□
Proof of Theorem 4.5:

First, we consider the necessity part and assume that CC-LICQ holds and the
M-stationary point x̄ fulfils ND3. Due to Lemma 4.7, we may instead observe the
M-stationary pair

(
x̄, λ̄, µ̄, γ̄

)
. Now, for any sufficiently close pair (x, λ, µ, γ) it holds

I0 (x) ⊂ I0 (x̄) due to continuity arguments. Moreover, we claim that the sets will
be equal, i. e. I0 (x) = I0 (x̄), if (x, λ, µ, γ) is additionally an M-stationary pair for
CCOP. In order to show this, we consider the following cases:
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(i) ‖x̄‖0 = s. In this case, the assertion is trivially true, since the number of
nonzero entries of x must not exceed s.

(ii) ‖x̄‖0 < s. We assume there exists an index î ∈ I0 (x̄) \I0 (x). Hence, x̄î = 0
and xî 6= 0. For the corresponding multiplier it holds then γ̄î 6= 0 since(
x̄, λ̄, µ̄, γ̄

)
fulfils ND3. In a sufficiently small neighborhood, γî 6= 0 holds.

Since we assumed (x, λ, µ, γ) to be an M-stationary pair, it fulfils M3 from
Definition 3.1, i. e. γixi = 0 for all i = 1, . . . , n. Consequently, xî = 0, a
contradiction.

Using the proven equality, (x, λ, µ, γ) is an M-stationary pair for CCOP if and only
if it holds, cf. Definition 3.1:

M1: Df(x) =
∑
p∈P

λpDhp(x) +
∑
q∈Q

µqDgq(x) +
∑

i∈I0(x̄)
γiei,

M2: µqgq(x) = 0 and µq ≥ 0 for all q ∈ Q.

Thus, x is equivalently a Karush-Kuhn-Tucker point for the following nonlinear
program:

(4.3) min
x

f(x) s. t. x ∈ M̄

with the feasible set given by equality and inequality constraints:

M̄ = {x ∈ Rn | h(x) = 0, g(x) ≥ 0, xi = 0, i ∈ I0 (x̄)} .

Hence, locally around
(
x̄, λ̄, µ̄, γ̄

)
CCOP becomes the easier optimization problem

(4.3), which consists only of equality and inequality constraints. Therefore, the
standard result from Corollary 4.3 of [11] may be applied: x̄ is strongly stable if
and only if for all index subsets Q+(x̄) ⊂ Q∗ ⊂ Q0(x̄) the matrices D2L(x̄) ↾Tx̄M∗(x̄)

are nonsingular with the same determinant sign.
In order to prove the sufficiency part, we assume that x̄ is an M-stationary

point and use the diffeomorphism Φ from (2.1). We set f̄ = f ◦ Φ−1 on the set(
{0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m

)
∩ V with k = ‖x̄‖0. Recalling Remark 3.7

we have at the origin:

(i)
∂f̄

∂y|P |+q
≥ 0 for q ∈ Q0 (x̄) ,

(ii)
∂f̄

∂yℓ+r
= 0 for r = 1, . . . , n− ℓ.

Additionally, we assume that x̄ does not fulfil ND3, i. e. there exists ī ∈ I0(x̄) such
that γī = 0. Hence, we may assume without loss of generality that it holds:

(iii)
∂f̄

∂yℓ
= 0.

Moreover, we note that s− k > 0, since ND3 is violated. Next, we perturbate f̄ by
adding the term

(4.4)
∑

q∈Q0(x̄)

ϵ|P |+q · y|P |+q +
∑

i∈I0(x̄)\{k}

ϵm+i · ym+i + ϵℓ · y2ℓ +
∑
r∈R

ϵℓ+r · y2ℓ+r.

We choose ϵ’s in (4.4) such that it holds for the perturbed function, which we again
denote by f :
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(I)
∂f

∂y|P |+q
> 0 for q ∈ Q0 (x̄),

(II)
∂f

∂yℓ+r
= 0 for r = 0, . . . , n−ℓ, and the matrix

(
∂2f

∂yℓ+r1∂yℓ+r2

)
r1,r2∈{0,...,n−ℓ}

is nonsingular,

(III)
∂f

∂ym+i
6= 0 for i ∈ I0 (x̄) \{k}.

Note that this stabilizing step preserves the origin as an M-stationary point. We
put

Yℓ−1 = (y1, . . . , yℓ−1) , Yn−ℓ = (yℓ+1, . . . , yn) .

Thus, y = (Yℓ−1, yℓ, Yn−ℓ) for y ∈
(
{0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m

)
∩ V . It

holds:

f (Yℓ−1, yℓ, Yn−ℓ) =

∫ 1

0

d

dt
f (tYℓ−1, yℓ, Yn−ℓ) dt+ f (0, yℓ, Yn−ℓ)

=
∑

q∈Q0(x̄)

y|P |+q · d|P |+q(y) +
∑

i∈I0(x̄)\{k}

ym+i · dm+i(y)

+f (0, yℓ, Yn−ℓ) ,

where

d|P |+q(y) =

∫ 1

0

∂f

∂y|P |+q
(tYℓ−1, yℓ, Yn−ℓ) dt, q ∈ Q0(x̄),

dm+i(y) =

∫ 1

0

∂f

∂ym+i
(tYℓ−1, yℓ, Yn−ℓ) dt, i ∈ I0(x̄)\{k}.

Note that d|P |+q ∈ C1 for q ∈ Q0(x̄), and dm+i ∈ C1 for i ∈ I0(x̄)\{k}. Due to (II),

we may apply the standard Morse Lemma on the C2-function f (0, yℓ, Yn−ℓ) without
affecting the first Yℓ−1 coordinates, see e. g. [8]. The corresponding coordinate
transformation is of class C1. Denoting the transformed functions again by f and
di, we obtain

f(y) =
∑

q∈Q0(x̄)

y|P |+q · d|P |+q(y) +
∑

i∈I0(x̄)\{k}

ym+i · dm+i(y)± y2ℓ +
∑
r∈R

±y2ℓ+r.

Conditions (I) and (III) provide that

d|P |+q(0) =
∂f

∂y|P |+q
(0) > 0, q ∈ Q0(x̄),

dm+i(0) =
∂f

∂ym+i
(0) 6= 0, i ∈ I0(x̄)\{k}.
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Hence, we may take

y|P |+q ·
∣∣d|P |+q(y)

∣∣ , q ∈ Q0(x̄),
ym+i · dm+i(y), i ∈ I0(x̄)\{k},
yℓ,
yℓ+r, r ∈ R

as new local C1-coordinates by a straightforward application of the inverse function
theorem. We obtain in new coordinates locally around origin:

f(y) =
∑

q∈Q0(x̄)

y|P |+q +
∑

i∈I0(x̄)\{k}

ym+i ± y2ℓ +
∑
r∈R

±y2ℓ+r.

We perturb the resulting function for ε > 0:

fε(y) =
∑

q∈Q0(x̄)

y|P |+q +
∑

i∈I0(x̄)\{k}

ym+i ± (yℓ − ε)2 +
∑
r∈R

±y2ℓ+r.

It is easy to see, that not only the origin, but also the point

yε = (0, . . . , ε, . . . , 0),

where all coordinates but the ℓ-th vanish, is M-stationary for fε. Especially, yε is
feasible since s−k > 0 by assumption. Overall, this shows that f can be perturbed
arbitrarily small to make a degenerate M-stationary point x̄ bifurcate. Hence, x̄
cannot be strongly stable. This concludes the proof.

□
Let us apply Theorem 4.5 in order to characterize strongly stable local minimizers.

Given an M-stationary point x̄ ∈ M with mulitpliers (λ̄, µ̄, γ̄) we set

M+(x̄) =

x ∈ Rn

∣∣∣∣∣∣
hp (x) = 0, p ∈ P
gq (x) = 0, q ∈ Q+(x̄)
xi = 0, i ∈ I0(x̄)

 .

Obviously, M0(x̄) ⊂ M+(x̄). In case that CC-LICQ holds at x̄, the set M+(x̄) is
locally an C2-manifold of dimension ‖x̄‖0 − |P | − |Q+(x̄)|. The tangent space of
M+(x̄) at x̄ is thus given by

Tx̄M+(x̄) =

ξ ∈ Rn

∣∣∣∣∣∣
Dhp(x̄)ξ = 0, p ∈ P
Dgq(x̄)ξ = 0, q ∈ Q+(x̄)
ξi = 0, i ∈ I0(x̄)

 .

Corollary 4.8 (Strongly stable minimizers). Let x̄ ∈ M be a strongly stable M -
stationary point of CCOP satisfying CC-LICQ. Then, x̄ is a local minimizer if and
only if it fulfills ACC and the matrix D2L(x̄) ↾Tx̄M+(x̄) is positive definite.

Proof. First, we prove the if -part. For that, let x̄ fulfil ACC and let the matrix
D2L(x̄) ↾Tx̄M+(x̄) be positive definite. Due to ACC, it holds ‖x̄‖0 = s. Moreover,
for sufficiently close feasible points x ∈ M it holds I0 (x) ⊂ I0 (x̄) due to continuity
arguments and, thus, I0 (x) = I0 (x̄), since ‖x‖0 ≤ s. Hence, there exists a nonempty
neighborhood Ux̄ of x̄ – ensuring xi, i ∈ I1(x̄) do not vanish – such that the feasible
set locally becomes

M ∩ Ux̄ = {x ∈ Rn ∩ Ux̄ | h(x) = 0, g(x) ≥ 0, xi = 0, i ∈ I0 (x̄)} .
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Therefore, locally CCOP is a standard nonlinear program which consists of equality
and inequality constraints. We can then use the well-known sufficiency condition for
its local minimizers, see e. g. Theorem 6 in [13]. The latter states that the matrix
D2L(x̄) ↾Tx̄M+(x̄) being positive definite is sufficient for x̄ to be an (isolated) local
minimizer. Next, we prove the only if -part. For that, we consider two cases for the
local minimizer x̄ of CCOP:

(i) ACC is fulfilled, i. e. ‖x̄‖0 = s. We follow the argumentation of the if -part to
conclude, that CCOP becomes locally a standard nonlinear program which
consists of equality and inequality constraints. Hence, x̄ is an (isolated)
local minimizer for the latter. Now, we apply Corollary 5.6 from [11] where
strongly stable local minimizers were characterized in the context of nonlin-
ear programming. In particular, it follows that D2L(x̄) ↾Tx̄M+(x̄) is positive
definite.

(ii) ACC is not fulfilled, i. e. ‖x̄‖0 < s. We apply Proposition 2.1 from [1] to
the local minimizer x̄ of CCOP. The latter states that the corresponding
multipliers for the cardinality constraint vanish, i. e. γi = 0 for all i ∈ I0(x̄).
This contradicts ND3 and, thus, due to Theorem 4.5, also the assumption
that x̄ is strongly stable.

□
Let us compare the cardinality-constrained second-order sufficient conditions

(3.4) from [1] and (3.7) from [15] with the characterization of strongly stable lo-
cal minimizers x̄ ∈ M from Corollary 4.8. If ACC holds at x̄, then Lemma 3.10 is
applicable and we obtain Cx̄M ⊂ Tx̄M+(x̄). Hence, the positive definiteness of the
matrix D2L(x̄) ↾Tx̄M+(x̄) implies the cardinality-constrained second-order sufficient
condition (3.4) from [1]. According to Proposition 3.11, x̄ is then a strict local mini-
mizer. In view of (3.8), we further recall that under ACC the cardinality-constrained
sufficient optimality conditions (3.4) and (3.7) coincide. Hence, Proposition 3.13 is
also applicable and, thus, x̄ is a strict local minimizer again. However, the assump-
tions either in Proposition 3.11 or in Proposition 3.13 (even if ACC is fulfilled) do
not in general guarantee the strong stability of local minimizers. We illustrate this
issue by means of the following Example 4.9.

Example 4.9 (Sufficient optimality conditions and strong stability). We consder
the following CCOP with P = ∅, Q = {1, 2} and n = 3, s = 2:

CCOP : min
x1,x2,x3

f (x1, x2) = (x1 − 1)2 + 3 (x1 − 1) (x2 − 1) + (x2 − 1)2 + x23

s. t. g1 (x1, x2, x3) = x1 − 1 ≥ 0, g2 (x1, x2, x3) = x2 − 1 ≥ 0,

‖(x1, x2, x3)‖0 ≤ 2.

It is easy to see that the feasible point x̄ = (1, 1, 0) solves CCOP. Since ‖x̄‖0 = 2,
ACC holds at x̄. We have Q0(x̄) = {1, 2} and I0(x̄) = {3}, CC-LICQ is fulfilled at
x̄, and the corresponding multipliers vanish, i. e. µ̄1 = µ̄2 = γ̄3 = 0. We thus have
Q+(x̄) = ∅ and Tx̄M+(x̄) =

{
ξ ∈ R3 | ξ3 = 0

}
. Let us compute the Hessian of the

Lagrange function at x̄:

D2L(x̄) =

 2 3 0
3 2 0
0 0 2

 .
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Note that its restriction on the tangent space of M+(x̄) at x̄ is indefinite:

D2L(x̄) ↾Tx̄M+(x̄)=

(
2 3
3 2

)
.

Due to Corollary 4.8, x̄ is not strongly stable. Now, we examine the cardinality-
constrained second-order sufficient condition (3.4) from [1]. Lemma 3.10 provides
the following representation of the critical cone of M at x̄:

Cx̄M =
{
ξ ∈ R3 | ξ1 ≥ 0, ξ2 ≥ 0, ξ3 = 0

}
.

For all ξ ∈ Cx̄M with ξ 6= (0, 0, 0) it holds:

ξT

D2f (x̄)−
∑
q∈Q

µ̄qD
2gq (x̄)

 ξ = 2ξ21 + 6 ξ1︸︷︷︸
≥0

ξ2︸︷︷︸
≥0

+2ξ22 > 0.

We conclude that the cardinality-constrained second-order sufficient condition (3.4)
from [1] is fulfilled at x̄. Recall that under ACC the cardinality-constrained second-
order sufficient condition (3.7) from [15] is equivalent to the latter, thus, it also
holds at x̄. However, the minimizer x̄ is not strongly stable for CCOP as we have
seen before. □

For the sake of completeness, we relate strong stability to nondegeneracy. The
proof of the following Corollary 4.10 is straightforward due to Theorem 4.5.

Corollary 4.10 (Stability and nondegeneracy). Nondegenerate M -stationary points
of CCOP are strongly stable.

Since strongly stable M-stationary points are in particular locally unique, we
immediately obtain the following result.

Corollary 4.11 (Local uniqueness and nondegeneracy). Nondegenerate M -stationary
points of CCOP are locally unique.

Note that Proposition 4.2 and Corollary 4.11 are of independent interest and
cannot be deduced one from each other. The next example shows that Corollary 4.11
may be well applied for M-stationary points, where the assumptions of Proposition
4.2 fail to hold. This is in particular the case for M-stationary points of CCOP
which are not local minimizers.

Example 4.12 (Stability). We consider the following CCOP with P = Q = ∅ and
n = 2, s = 1:

CCOP : min
x1,x2

f (x1, x2) = x41 +
8

3
x31 − 2x21 − 8x1 + (x2 − 1)2

s. t. ‖(x1, x2)‖0 ≤ 1.

It is easy to see that x̄ = (0, 0) is an M-stationary point, although not a local
minimizer of CCOP. Nevertheless, it is nondegenerate. In fact, CC-LICQ is satisfied
at x̄, and ND1 holds. Since the cardinality constraint is not active:

‖x̄‖0 = 0 < 1 = s,
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we have to check ND3:
∂f

∂x1
(x̄) = −8,

∂f

∂x2
(x̄) = −2.

ND4 is trivially satisfied since I0(x̄) = {1, 2} and, hence, Tx̄M0(x̄) = {(0, 0)}.
Overall, Corollary 4.11 applies for x̄. Let us show that the cardinality-constrained
second-order sufficient condition (4.1) from [1] is violated at x̄. First, we have:

Cx̄M =
{
(ξ1, ξ2) ∈ R2 | 4ξ1 + ξ2 ≥ 0, ‖(ξ1, ξ2)‖0 ≤ 1

}
.

But, for (1, 0) ∈ Cx̄M it holds:

ξTD2f(x̄)ξ = −4.

We conclude that Proposition 4.2 cannot be applied here. □

5. Global aspects

We study the topological properties of lower level sets

Ma = {x ∈ M |f(x) ≤ a} ,
where a ∈ R is varying. For that, we define intermediate sets for a < b:

M b
a = {x ∈ M |a ≤ f(x) ≤ b} .

Assumption 5.1. The CCOP feasible set M is compact and CC-LICQ is fulfilled
at all points x ∈ M .

The deformation result for CCOP is based on the application of the standard
Morse theory for nonlinear programming, see [8]. For the sake of completeness we
present the corresponding proof.

Theorem 5.2 (Deformation for CCOP). Let Assumption 5.1 be fulfilled. If M b
a

contains no M-stationary points for CCOP, then Ma is homeomorphic to Mb.

Proof. For all x ∈ M b
a there exist due to CC-LICQmultipliers λp(x), p ∈ P, µq(x), q ∈

Q0(x), γi(x), i ∈ I0(x), νr(x), r ∈ R(x) such that

Df(x) =
∑
p∈P

λpDhp(x) +
∑

q∈Q0(x)

µqDgq(x) +
n∑

i∈I0(x)

γiei +
∑

r∈R(x)

νrξr,

where the vectors ξr, r ∈ R(x) are chosen as in Lemma 2.3. Next, we set:

A =
{
x ∈ M b

a |there exists r ∈ R(x) such that νr 6= 0
}
,

B =
{
x ∈ M b

a |there exists q ∈ Q0(x) such that µr < 0
}
.

For x̄ ∈ M b
a we get x̄ ∈ A ∪ B, since it is not M-stationary for CCOP. The proof

consists of a local argument and its globalization. First, we show the local argument,
i. e. for each x̄ ∈ M b

a there exist a neighborhood Ux̄ of x̄, tx̄ > 0, and a mapping

Ψx̄ :

{
[0, tx̄)×

(
M b ∩ Ux̄

)
−→ M

(t, x) 7→ Ψx̄ (t, x) ,

such that

(i) Ψx̄

(
t,M b ∩ Ux̄

)
⊂ M b−t for all t ∈ [0, tx̄),
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(ii) Ψx̄ (t1 + t2, ·) = Ψx̄ (t1,Ψx̄ (t2, ·)) for all t1, t2 ∈ [0, tx̄) with t1 + t2 ∈ [0, tx̄),
(iii) Ψx̄ (·, ·) is a C1-flow corresponding to a C1-vector field Fx̄.

The level sets of f are mapped locally onto the level sets of f ◦ Φ−1, where Φ is
the the diffeomorphism form Lemma 2.3. We consider f ◦ Φ−1 and denote it by f
again. Thus, we have x̄ = 0 and f is given on the feasible set {0}|P | × H|Q0(x̄)| ×
Rn−k,s−k × Rk−m.

• Case x̄ ∈ A. It follows from Remark 3.7 that there exists r ∈ R(x̄) with
∂f

∂xr
(x̄) 6= 0. We define a local C1-vector field Fx̄ as

Fx̄(x1, . . . , xr, . . . , xn) =

(
0, . . . ,− ∂f

∂xr
(x) ·

(
∂f

∂xr
(x)

)−2

, . . . , 0

)T

,

which – after respective inverse changes of local coordinates – induces the
flow Ψx̄ fitting the local argument, see Theorem 2.7.6 from [8].

• Case x̄ ∈ B. It follows from Remark 3.7 that there exists q ∈ Q0(x̄) with
∂f

∂xq
(x̄) < 0. By means of a local C1-coordinate transformation in the q-th

coordinate on H, leaving the other coordinates unchanged, we obtain locally
for f

f (x1, . . . , xq, . . . , xn) = −xq + f (x1, . . . , x̄q, . . . , xn) .

We define:

Fx̄(x1, . . . , xq, . . . , xn) = (0, . . . , 1, . . . , 0)T ,

which – after respective inverse changes of local coordinates – induces the
flow Ψx̄ fitting the local argument, see Theorem 3.3.25 from [8].

Next, we globalize the local argument. For that, consider the open covering{
Ux̄

∣∣x̄ ∈ M b
a

}
. Since M b

a is compact, we get a finite subcovering
{
Ux̄k

∣∣x̄k ∈ M b
a

}
.

Let {ϕk} be a C∞-partition of unity subordinate to this subcovering. We define the
C1-vector field F =

∑
k

ϕkFxk
, which induces a flow Ψ on

{
Ux̄k

∣∣x̄k ∈ M b
a

}
. Moving

along the local pieces of the trajectories Ψ(·, x), x ∈ M b
a reduces the level of f at

least by a positive real number

min{tx̄k
| x̄k ∈ M b

a}
2

.

Thus, we obtain for x ∈ M b
a a unique ta(x) > 0 with Ψ(ta(x), x) ∈ Ma. It is not

hard (but technical) to realize that ta : x −→ ta(x) is Lipschitz continuous. We
define r : [0, 1]×M b → M b as

r (τ, x) =

{
x for x ∈ Ma, τ ∈ [0, 1]
Ψ (τta(x), x) for x ∈ M b

a, τ ∈ [0, 1].

This mapping provides that Ma is a strong deformation retract of M b. □
Let us now turn our attention to the topological changes of lower level sets when

passing an M-stationary level. Traditionally, they are described by means of the
so-called cell-attachment. We first consider a special case of cell-attachment. Based
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on this, the general case will be shown by using more or less standard techniques.
For that, let N ϵ denote the lower level set of a special linear function on Hw ×Ru,v,
i. e.

N ϵ =

(x, y) ∈ Hw × Ru,v

∣∣∣∣∣∣
w∑
i=1

xi +
u∑

j=1

yj ≤ ϵ

 ,

where ϵ ∈ R, and the integers v < u, and w are nonnegative.

Lemma 5.3 (Normal Morse data). For any ϵ > 0 the set N ϵ is homotopy-equivalent

to N−ϵ with
(
u−1
v

)
cells of dimension v attached. The latter cells are the v-dimensional

simplices from the collection

{conv (ej , j ∈ J) | J ⊂ {1, . . . , p}, 1 ∈ J, |J | = v + 1} .

Proof. The lower level set N−ϵ of a special linear function on Hw ×Ru,v is given by

N−ϵ =

(x, y) ∈ Hw × Ru,v

∣∣∣∣∣∣
w∑
i=1

xi +

u∑
j=1

yj ≤ −ϵ


with ϵ > 0. This is homotopy-equivalent to the set

N̄−ϵ =

{
y ∈ Ru,v

∣∣∣∣∣
u∑

i=1

yi ≤ −ϵ

}
,

using the homotopy

((x, y), t)) 7→ ((1− t) · x, y) , t ∈ [0, 1].

We note that N̄−ϵ is a lower level set of the special problem of sparsity constrained
nonlinear optimization

(5.1) min
y∈Ru

u∑
i=1

yi s. t. ‖y‖0 ≤ v.

The Cell-Attachmemt for (5.1) was examined in [12]. According to the latter, N̄−ϵ

is homotopy-equivalent to N̄ ϵ with
(
u−1
v

)
cells of dimension v attached. The set N̄ ϵ

is homotopy-equivalent to the set N ϵ by using the same homotopy as above. Thus,
the assertion follows immediately.

□

Theorem 5.4 (Cell-Attachment for CCOP). Let Assumption 5.1 be fulfilled. Sup-
pose that M b

a contains exactly one nondegenerate M-stationary point x̄ with ‖x̄‖0 = k

and the M-index equal to s − k + QI. If a < f (x̄) < b, then M b is homotopy-

equivalent to Ma with
(
n−k−1
s−k

)
cells of dimension s− k +QI attached, namely:⋃

J ⊂ {1, . . . , n− k}
1 ∈ J, |J | = s− k + 1

conv (ej , j ∈ J)× [0, 1]QI .
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Proof. Theorem 5.2 allows deformations up to an arbitrarily small neighborhood of
the M-stationary point x̄. In such a neighborhood, we may assume without loss of
generality that x̄ = 0 and f has the following form as from Theorem 3.6:

(5.2) f(x) = f(x̄) +
∑

q∈Q0(x̄)

x|P |+q +
∑

i∈I0(x̄)

xm+i +
∑
r∈R

±x2ℓ+r,

where x ∈ {0}|P | × H|Q0(x̄)| × Rn−k,s−k × Rk−m. Moreover, there are exactly QI

negative squares in (5.2). In terms of [4] the set {0}|P |×H|Q0(x̄)|×Rn−k,s−k×Rk−m

can be interpreted as the product of the tangential part {0}|P | × Rk−m and the

normal part H|Q0(x̄)| × Rn−k,s−k. The cell-attachment along the tangential part is
standard. Analogously to the case of nonlinear programming, one QI-dimensional
cell has to be attached on {0}|P | × Rk−m. The cell-attachment along the normal

part is more involved. Due to Lemma 5.3, we need to attach
(
n−k−1
s−k

)
cells on

H|Q0(x̄)| × Rn−k,s−k, each of dimension s − k. Finally, we apply Theorem 3.7 from
Part I in [4], which says that the local Morse data is the product of tangential and
normal Morse data. Hence, the dimensions of the attached cells add together. Here,
we have then to attach

(
n−k−1
s−k

)
cells on {0}|P | ×H|Q0(x̄)| × Rn−k,s−k × Rk−m, each

of dimension s− k +QI. □
Let us present a global interpretation of Theorems 5.2 and 5.4 by deducing a

mountain pass result for CCOP.

Remark 5.5 (Mountain Pass). Let Assumption 5.1 be fulfilled and additionally
the CCOP feasible set M be connected. Then, it holds:

r1 + (n− s)r2 ≥ r − 1,

where r is the number of local minimizers for CCOP, r1 is the number of its saddle
points x̄ with M-index equal to 1 and active sparsity constraint, i. e. ‖x̄‖0 = s, and
r2 is the number of saddle points x̄ with M-index equal to 1 and inactive sparsity
constraint, i. e. ‖x̄‖0 = s− 1. This is due to the following implications of Theorem
5.4:

(1) at most one component disappears when passing a saddle point with M-
index equal to 1 and active sparsity constraint,

(2) at most n − s components disappear when passing a saddle points with
M-index equal to 1 and inactive sparsity constraint,

(3) a new component is created when passing a local minimizer, and
(4) no change in the number of components happens when passing any other

point.

Moreover, for a sufficiently small level the corresponding lower level set is empty.
For a sufficiently large level the corresponding lower level set is connected. □
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[12] S. Lämmel and V. Shikhman, On nondegenerate M-stationary points for sparsity constrained

nonlinear optimization, J. Glob. Optim. 82 (2022), 219–242.
[13] G. P. McCormick, Second order conditions for constrained minima, SIAM Journal on Applied

Mathematics 15 (1967), 641-652.
[14] J. Milnor, Morse theory, Princeton University Press, Princeton, NJ, 1963.
[15] L. L. Pan, N. H. Xiu and J. Fan, Optimality conditions for sparse nonlinear programming, Sci.

China Math. 5 (2017), 1–18.
[16] V. Shikhman, Topological Aspects of Nonsmooth Optimization, Springer, New York, 2012.

Manuscript received January 19 2022

revised August 7 2022

S. Lämmel
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