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# AN EXTENDED CONVERGENCE FRAMEWORK APPLIED TO COMPLEMENTARITY SYSTEMS WITH DEGENERATE AND NONISOLATED SOLUTIONS 

ANDREAS FISCHER AND NICO STRASDAT


#### Abstract

Some classes of nonlinear complementarity systems, like optimality conditions for generalized Nash equilibrium problems, typically have nonisolated solutions. A reformulation of those systems as a constrained or unconstrained system of equations is often done by means of a nonsmooth complementarity function. Degenerate solutions then lead to points where the reformulated system is nonsmooth. Newton-type methods can have difficulties close to a nonisolated and degenerate solution. For this case, it is known that the LP-Newton method or a constrained Levenberg-Marquardt method may show local superlinear convergence provided that the complementarity function is piecewise linear. These results rely on error bounds for active pieces of the reformulation. We prove that a related result can be obtained for the Fischer-Burmeister complementarity function on the basis of a somewhat different Index Error Bound Condition. To this end, a new convergence framework is developed that allows significantly larger steps. Then, by a sophisticated analysis of the constrained LevenbergMarquardt method and a corresponding choice of the regularization parameter, local superlinear convergence to a solution with an R -order of $4 / 3$ is shown.


## 1. Introduction

For problems that can be written as a constrained equation

$$
\begin{equation*}
t(z)=0 \quad \text { subject to } \quad z \in \Omega \tag{1.1}
\end{equation*}
$$

we suggest a framework for the local analysis of iterative methods. The function $t: \mathbb{R}^{N} \rightarrow[0, \infty)$ and the nonempty closed set $\Omega \subseteq \mathbb{R}^{N}$ are suitably given. Let us further consider some sequence $\left\{z^{k}\right\} \subset \mathbb{R}^{N}$ generated by

$$
z^{k+1}:=z^{+}\left(z^{k}\right), \quad k=0,1,2, \ldots
$$

where $z^{+}: \Omega \rightarrow \Omega$ denotes some mapping and $z^{0} \in \Omega$ lies in a sufficiently small neighborhood of a solution. Then, under some circumstances, the new framework provides results on the convergence of $\left\{z^{k}\right\}$ to a solution of (1.1) and a superlinear convergence rate for this sequence. Of course, the function $t$ and the mapping $z^{+}$ have to satisfy certain assumptions, which will be specified later on. In contrast to several Newton-type methods with superlinear convergence properties that were

[^0]designed for nonsmooth systems of equations with nonisolated solutions [4,5,9,17,18, 21], for smooth systems with nonisolated solutions [1,12,19,28,30], and for problems with nonunique multipliers arising from optimization and variational problems [13, $16,24,26,31,32]$, the new framework enables significantly larger steps. Note that the previous references are just a selection.

To apply the framework to a particular class of problems, we consider reformulations of the complementarity system

$$
\begin{equation*}
F(x)=0, a(x) \geq 0, b(x) \geq 0, a(x)^{\top} b(x)=0 \tag{1.2}
\end{equation*}
$$

for given functions $F: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ and $a, b: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$, which are assumed to be continuously differentiable with locally Lipschitz continuous Jacobians. Note that a solution $x^{*}$ of (1.2) is called degenerate if $a_{i}\left(x^{*}\right)=b_{i}\left(x^{*}\right)=0$ for at least one index $i \in \mathcal{N}:=\{1, \ldots, p\}$. The reformulation of (1.2) as a constrained system of equations is done by means of a complementarity function (C-function for short) $\phi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\phi(c, d)=0 \quad \text { if and only if } \quad c \geq 0, d \geq 0, c d=0 . \tag{1.3}
\end{equation*}
$$

Our aim is to design a constrained Levenberg-Marquardt (LM) method with superlinear convergence in the neighborhood of a degenerate and nonisolated solution. The new convergence framework will turn out as a key to achieve this goal, whereas existing methods with the convergence property just mentioned are based on reformulations as constrained systems of equations based on the C-function $\phi_{\text {min }}: \mathbb{R}^{2} \rightarrow \mathbb{R}$ given by

$$
\phi_{\min }(c, d):=\min \{a, b\},
$$

see [ $9,10,21]$. Instead of this or another piecewise linear C-function, we would like to use the Fischer-Burmeister (FB) C-function $\varphi: \mathbb{R}^{2} \rightarrow \mathbb{R}$ with

$$
\varphi(c, d):=c+d-\sqrt{c^{2}+d^{2}} .
$$

This function $[14,15]$ is not piecewise smooth. We also note that analyzing the behavior of Newton-type methods based on $\varphi$ instead of a piecewise linear C-function is not only of theoretical interest. Rather, $\varphi$ and corresponding reformulations might be an alternative for obtaining global convergence of Newton-type methods since $\varphi^{2}$ is continuously differentiable, see recent globalizations of related algorithms in $[11,25]$ based on $\varphi$ and $[6,22,23]$ for $\phi_{\text {min }}$.

Complementarity systems with nonisolated solutions arise from numerous applications, for instance in Karush-Kuhn-Tucker (KKT) systems for constrained optimization with nonunique multipliers (see citations above), generalized Nash equilibrium problems [20,27], or classes of optimization problems with a disjunctive structure of constraints $[3,29]$.

According to the discussion before, we reformulate the complementarity system (1.2) by means of the FB C-function $\varphi$. In addition, we use slack variables and consider the constrained system

$$
\begin{equation*}
T(z):=\binom{H(z)}{\Phi(u, v)}=0, \quad z=(x, u, v) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p} \tag{1.4}
\end{equation*}
$$

with $H: \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{m+2 p}$ and $\Phi: \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{p}$ given by

$$
H(z):=\left(\begin{array}{c}
F(x) \\
a(x)-u \\
b(x)-v
\end{array}\right) \quad \text { and } \quad \Phi(u, v):=\left(\begin{array}{c}
\varphi\left(u_{1}, v_{1}\right) \\
\vdots \\
\varphi\left(u_{p}, v_{p}\right)
\end{array}\right)
$$

Since (1.3) is valid for any C-function, each solution of (1.4) uniquely corresponds to a solution of system (1.2), and vice versa. This would remain true, if the constraint $z=(x, u, v) \in \mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p}$ within (1.4) is removed. However, this (or a related) constraint turned out to be important for superlinear convergence results with starting points close to degenerate and nonisolated solutions, if the reformulation is based on the min-function $[9,10,21]$. This constraint will also become a main ingredient to obtain local superlinear convergence for the LM method presented below.

A recent attempt to use the FB C-function $\varphi$ for the solution of KKT systems with superlinear convergence was given in [2] by means of specially designed constrained LM subproblems. However, it was just possible to prove superlinear convergence if the source of nonisolated solutions lies is the nonuniqueness of Lagrange multipliers.

The current paper suggests a constrained LM method for the solution of the constrained nonsmooth system (1.4). A superlinear rate of convergence is shown under assumptions weaker than those in [2], and which do not restrict the source of nonisolatedness.

The paper is organized as follows. The new convergence framework is presented and analyzed in Section 2. Then, Section 3 continues with preliminaries for the constrained LM method, i.e., we first provide the LM subproblems on which our Newton-type algorithm is based on. Further, the Index Error Bound Condition as main assumption and basic results are given for later use. In Section 4, we analyze a single LM step. This and the convergence framework of Section 2 are then used to prove superlinear convergence of the constrained LM method with an R-order of 4/3 under suitable assumptions in Section 5.

Throughout the paper, $\|\cdot\|$ denotes the Euclidean norm in $\mathbb{R}^{l}$ and $\mathcal{B}\left(s^{*}, \delta\right)$ is the closed Euclidean ball around $s^{*} \in \mathbb{R}^{l}$ with radius $\delta>0$. For some nonempty set $S \subseteq \mathbb{R}^{l}$, the distance of $w \in \mathbb{R}^{l}$ to $S$ is defined by dist $[w, S]:=\inf _{s \in S}\|s-w\|$. Further notation will be introduced when needed.

## 2. GENERAL CONVERGENCE FRAMEWORK

The following general theorem will be a main tool for the analysis of the constrained LM method described in the next section. Since the theorem does not depend on a particular algorithm or problem, it may be helpful for the design and convergence analysis of other algorithms as well.

To describe a general iteration sequence, the theorem makes use of a nonempty closed set $\Omega \subseteq \mathbb{R}^{N}$ and of a mapping $z^{+}: \Omega \rightarrow \Omega$. Then, given $z^{0} \in \Omega$,

$$
\begin{equation*}
z^{k+1}:=z^{+}\left(z^{k}\right), \quad k=0,1,2, \ldots \tag{2.1}
\end{equation*}
$$

defines the sequence $\left\{z^{k}\right\} \subset \Omega$ generated by the algorithm one is interested in.

Theorem 2.1. Let $t: \mathbb{R}^{N} \rightarrow[0, \infty)$ be a continuous function, $\Omega \subseteq \mathbb{R}^{N}$ be a nonempty closed set, and $z^{*} \in Z:=\{z \in \Omega \mid t(z)=0\}$. Moreover, let $z^{+}: \Omega \rightarrow \Omega$ denote some mapping. Suppose that $C \geq 1, \delta>0$, and $\sigma>1$ exist so that the conditions

$$
\begin{array}{ll}
\text { (a) }\left\|z^{+}(z)-z\right\| & \leq C t(z) \\
\text { (b) } t\left(z^{+}(z)\right) & \leq C t(z)^{\sigma}
\end{array}
$$

are satisfied for all $z \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$.
Then, there exists $\varepsilon>0$ so that, for any $z^{0} \in \mathcal{B}\left(z^{*}, \varepsilon\right) \cap \Omega$, the sequence $\left\{z^{k}\right\}$ defined by (2.1) is contained in the set $\mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ and converges to some $\hat{z} \in Z$ with an $R$-order of at least $\sigma$.

If, in addition, the function $t$ is Hölder continuous on $\mathcal{B}\left(z^{*}, \delta\right)$, i.e., if there exist $L_{0}>0$ and $\theta \in(0,1]$ so that

$$
\begin{equation*}
|t(z)-t(\tilde{z})| \leq L_{0}\|z-\tilde{z}\|^{\theta} \quad \text { for all } z, \tilde{z} \in \mathcal{B}\left(z^{*}, \delta\right) \tag{2.2}
\end{equation*}
$$

then, for each $\nu \in \mathbb{N}$, there exists $c_{\nu}>0$ so that

$$
\begin{equation*}
\left\|z^{k+\nu}-\hat{z}\right\| \leq c_{\nu}\left\|z^{k}-\hat{z}\right\|^{\theta \sigma^{\nu}} \tag{2.3}
\end{equation*}
$$

holds for all $k \in \mathbb{N}$ large enough. Thus, if $\theta \sigma^{\nu}>1$, the sequence $\left\{z^{k}\right\}$ converges to $\hat{z}$ with the $\nu$-step $Q$-order of at least $\theta \sigma^{\nu}$.
Proof. Let us first define $\varkappa:=\frac{1}{\sigma-1}>0$ and

$$
\begin{equation*}
r:=\min \left\{\exp \left(-\frac{\ln (2)}{\ln (\sigma)}\right), \frac{\delta}{4 C^{1-\varkappa}}\right\} \in(0,1) \tag{2.4}
\end{equation*}
$$

Since $t$ is continuous and $t\left(z^{*}\right)=0$, there exists some $\varepsilon \in\left(0, \frac{\delta}{2}\right]$ such that

$$
\begin{equation*}
t\left(z^{0}\right) \leq r C^{-\varkappa} \tag{2.5}
\end{equation*}
$$

is satisfied for all $z^{0} \in \mathcal{B}\left(z^{*}, \varepsilon\right) \cap \Omega$.
Subsequently, we show by induction that $z^{k} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ for all $k \in \mathbb{N}$. By the assumption on $\varepsilon$, we have $z^{0} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$. Now, suppose that $z^{l} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ for all $l \in\{0, \ldots, k\}$ for some fixed $k \in \mathbb{N}$. Then, $z^{k+1} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ has to be shown. Since $z^{k+1} \in \Omega$ follows from the definition of the function $z^{+}$, just $\left\|z^{k+1}-z^{*}\right\| \leq \delta$ needs a proof. Using condition (b) and the geometric sum formula, we obtain

$$
\begin{align*}
t\left(z^{l}\right) & \leq C t\left(z^{l-1}\right)^{\sigma} \\
& \leq C\left(C t\left(z^{l-2}\right)^{\sigma}\right)^{\sigma}=C^{1+\sigma} t\left(z^{l-2}\right)^{\sigma^{2}} \\
& \vdots  \tag{2.6}\\
& \leq C^{1+\sigma+\cdots+\sigma^{\nu-1}} t\left(z^{l-\nu}\right)^{\sigma^{\nu}}=C^{\frac{\sigma^{\nu}-1}{\sigma-1}} t\left(z^{l-\nu}\right)^{\sigma^{\nu}} \\
& \leq C^{\varkappa \sigma^{\nu}} t\left(z^{l-\nu}\right)^{\sigma^{\nu}}
\end{align*}
$$

for all $\nu \in\{0, \ldots, l\}$. Furthermore, from (2.5), $r \in(0,1)$ according to (2.4), and

$$
\begin{equation*}
\sigma^{l} \geq 1+\ln \left(\sigma^{l}\right)=1+l \ln (\sigma) \tag{2.7}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\left(C^{\varkappa} t\left(z^{0}\right)\right)^{\sigma^{l}} \leq r^{\sigma^{l}} \leq r^{1+l \ln (\sigma)}=r\left(r^{\ln (\sigma)}\right)^{l} \tag{2.8}
\end{equation*}
$$

Using condition (a), (2.6) with $\nu=l,(2.8)$, and (2.4), we obtain

$$
\begin{align*}
\left\|z^{l+1}-z^{l}\right\| & =\left\|z^{+}\left(z^{l}\right)-z^{l}\right\| \\
& \leq C t\left(z^{l}\right) \\
& \leq C^{1-\varkappa}\left(C^{\varkappa} t\left(z^{0}\right)\right)^{\sigma^{l}}  \tag{2.9}\\
& \leq r C^{1-\varkappa}\left(r^{\ln (\sigma)}\right)^{l} \\
& \leq r C^{1-\varkappa} 2^{-l}
\end{align*}
$$

for all $l \in\{1, \ldots, k\}$. This and the triangle inequality imply

$$
\left\|z^{k+1}-z^{*}\right\| \leq \sum_{l=0}^{k}\left\|z^{l+1}-z^{l}\right\|+\left\|z^{0}-z^{*}\right\| \leq r C^{1-\varkappa} \sum_{l=0}^{k} 2^{-l}+\left\|z^{0}-z^{*}\right\|
$$

By means of the geometric series formula and (2.4), we get

$$
\left\|z^{k+1}-z^{*}\right\| \leq 2 r C^{1-\varkappa}+\left\|z^{0}-z^{*}\right\| \leq \delta
$$

i.e., $z^{k+1} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$. Thus, $z^{k} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ for all $k \in \mathbb{N}$. In particular, (2.6) and (2.9) hold for all $l \in \mathbb{N}$. This, the triangle inequality, and the geometric sum formula lead to

$$
\left\|z^{k+\nu}-z^{k}\right\| \leq \sum_{l=0}^{\nu-1}\left\|z^{k+l+1}-z^{k+l}\right\| \leq 2^{-k} r C^{1-\varkappa} \sum_{l=0}^{\nu-1} 2^{-l} \leq 2^{1-k} r C^{1-\varkappa}
$$

for any positive $k, \nu \in \mathbb{N}$. Therefore, $\left\{z^{k}\right\} \subset \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ is a Cauchy sequence and converges to some $\hat{z} \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$. Moreover, (2.9) implies $t\left(z^{k}\right) \leq r C^{-\varkappa} 2^{-k}$ for all $k \in \mathbb{N}$, i.e., the sequence $\left\{t\left(z^{k}\right)\right\}$ converges to zero. Since $t$ is continuous, $\hat{z} \in Z$ follows.

We now show that the sequence $\left\{z^{k}\right\}$ converges to $\hat{z}$ with an R -order of $\sigma$. Applying the triangle inequality and condition (a), we get

$$
\begin{equation*}
\left\|z^{k+\mu}-z^{k}\right\| \leq \sum_{l=0}^{\mu-1}\left\|z^{k+l+1}-z^{k+l}\right\| \leq C \sum_{l=k}^{k+\mu-1} t\left(z^{l}\right) \tag{2.10}
\end{equation*}
$$

for any $k \in \mathbb{N}$ and any positive $\mu \in \mathbb{N}$. Using (2.6) with $\nu:=l-k$, the right-hand side of $(2.10)$ can be further estimated by

$$
\begin{equation*}
C \sum_{l=k}^{k+\mu-1} t\left(z^{l}\right) \leq C \sum_{l=k}^{k+\mu-1}\left(C^{\varkappa} t\left(z^{k}\right)\right)^{\sigma^{l-k}}=C \sum_{l=0}^{\mu-1}\left(C^{\varkappa} t\left(z^{k}\right)\right)^{\sigma^{l}} \tag{2.11}
\end{equation*}
$$

As the sequence $\left\{t\left(z^{k}\right)\right\}$ converges to zero, there exists some index $k_{0}$ such that $C^{\varkappa} t\left(z^{k}\right) \leq 1 / 2$ for all $k \geq k_{0}$. Thus, exploiting (2.7), we have, for all $k \geq k_{0}$,

$$
C \sum_{l=0}^{\mu-1}\left(C^{\varkappa} t\left(z^{k}\right)\right)^{\sigma^{l}} \leq C \sum_{l=0}^{\mu-1}\left(C^{\varkappa} t\left(z^{k}\right)\right)^{1+l \ln (\sigma)} \leq C^{\varkappa+1} t\left(z^{k}\right) \sum_{l=0}^{\mu-1}\left(\frac{1}{2^{\ln (\sigma)}}\right)^{l} .
$$

Further, since $2^{-\ln (\sigma)} \in(0,1)$,

$$
C \sum_{l=0}^{\mu-1}\left(C^{\varkappa} t\left(z^{k}\right)\right)^{\sigma^{l}} \leq \frac{C^{\varkappa+1}}{1-2^{-\ln (\sigma)}} t\left(z^{k}\right)=K t\left(z^{k}\right)
$$

holds for all positive $\mu \in \mathbb{N}$, all $k \in \mathbb{N}$ with $k \geq k_{0}$, and with some $K>0$ suitably defined. Thus, taking into account (2.10) and (2.11), it follows that

$$
\begin{equation*}
\left\|\hat{z}-z^{k}\right\|=\lim _{\mu \rightarrow \infty}\left\|z^{k+\mu}-z^{k}\right\| \leq C \sum_{l=0}^{\mu-1}\left(C^{\varkappa} t\left(z^{k}\right)\right)^{\sigma^{l}} \leq K t\left(z^{k}\right) \tag{2.12}
\end{equation*}
$$

for all $k \geq k_{0}$. As the sequence $\left\{t\left(z^{k}\right)\right\}$ converges to zero with a Q-order of at least $\sigma$, the sequence $\left\{z^{k}\right\}$ converges to $\hat{z}$ with an R-order of $\sigma$.

To complete the proof, let us finally suppose that the function $t$ is Hölder continuous according to (2.2). Then, if we replace $k$ in (2.12) by $k+\nu$ and $l$ in (2.6) by $k+\nu$, we get

$$
\left\|z^{k+\nu}-\hat{z}\right\| \leq K t\left(z^{k+\nu}\right) \leq K C^{\varkappa \sigma^{\nu}} t\left(z^{k}\right)^{\sigma^{\nu}} \leq K C^{\varkappa \sigma^{\nu}}\left(L_{0}\left\|z^{k}-\hat{z}\right\|^{\theta}\right)^{\sigma^{\nu}}
$$

for all $k \in \mathbb{N}$ sufficiently large. With $c_{\nu}:=K C^{\varkappa \sigma^{\nu}} L_{0} \sigma^{\nu}$, this yields (2.3).
Lemma 2.9 in [19] can somehow be regarded as a predecessor of the above theorem. However, the lemma is significantly more restricted and does not allow convergence results like in Section 5.

## 3. The constrained Levenberg-Marquardt method

As already announced, our aim is to exploit the framework from the previous section for the local convergence analysis of a constrained LM method. In Subsection 3.1 below, this LM method is described, whereas Subsections 3.2 and 3.3 provide the Index Error Bound Condition and basic assertions needed for the analysis of a single step of the constrained LM method in Section 4.

With regard to the reformulated complementarity system in (1.4), let us first specify $N:=n+2 p$ and

$$
\Omega:=\left\{z=(x, u, v) \mid x \in \mathbb{R}^{N}, u \in \mathbb{R}_{+}^{p}, v \in \mathbb{R}_{+}^{p}\right\} .
$$

Moreover, let the solution set of system (1.4) be denoted by

$$
\mathcal{Z}:=\{z=(x, u, v) \in \Omega \mid T(z)=0\}
$$

3.1. Levenberg-Marquardt subproblems. We now describe the subproblems of the constrained LM method for treating problem (1.4). Obviously, the mapping $T$ is not differentiable at points $z=(x, u, v)$ with $u_{i}=v_{i}=0$ for at least one index $i \in \mathcal{N}=\{1, \ldots, n\}$. Nevertheless, $T$ is locally Lipschitz continuous. Hence, Clarke's generalized Jacobian $\partial T(z)$ is well-defined for any $z$. Thus, as substitute for the Jacobian of $T$, a mapping $G: \mathbb{R}^{n} \times \mathbb{R}^{p} \times \mathbb{R}^{p} \rightarrow \mathbb{R}^{(m+3 p) \times(n+2 p)}$ with $G(z) \in \partial T(z)$ is used, which is defined by

$$
G(z):=\left(\begin{array}{ccc}
F^{\prime}(x) & 0 & 0 \\
a^{\prime}(x) & -I & 0 \\
b^{\prime}(x) & 0 & -I \\
0 & \operatorname{diag}\left(\alpha_{i}\right) & \operatorname{diag}\left(\beta_{i}\right)
\end{array}\right)
$$

where $\left(\alpha_{i}, \beta_{i}\right) \in \partial \varphi\left(u_{i}, v_{i}\right)$ for $i \in \mathcal{N}$.
For any given $z \in \Omega$, we employ the following LM subproblem to compute the new point $z^{+}$

$$
\begin{equation*}
\underset{z^{+}}{\operatorname{minimize}} \psi\left(z^{+}, z\right) \quad \text { subject to } \quad z^{+} \in \Omega \tag{3.1}
\end{equation*}
$$

with

$$
\begin{equation*}
\psi\left(z^{+}, z\right):=\left\|T(z)+G(z)\left(z^{+}-z\right)\right\|^{2}+\lambda(z)\left\|z^{+}-z\right\|^{2} \tag{3.2}
\end{equation*}
$$

where the regularization parameter is given by

$$
\lambda(z):= \begin{cases}\|T(z)\|^{\gamma}, & \text { if } z \in \Omega \backslash \mathcal{Z}  \tag{3.3}\\ 1, & \text { if } z \in \mathcal{Z}\end{cases}
$$

for some fixed $\gamma>0$. Note that different choices of $\gamma$ for the local superlinear convergence of constrained LM methods were investigated. Values of $\gamma=2$ in [28] and $\gamma \in[1,2]$ in [1] yield to local quadratic convergence by different proof techniques. In our case, the choice of $\gamma$ will turn out to be more crucial.

By construction, the objective function $\psi(\cdot, z)$ in (3.1) is uniformly convex. Hence, problem (3.1) has a unique solution for each $z \in \Omega$, which we denote by $z^{+}(z)$. The mapping $z^{+}: \Omega \rightarrow \Omega$ is the basis of our LM method and will be applied in the framework of Section 2. Properties of this mapping will be investigated in detail in Section 4.
3.2. Index Error Bound Condition. In this subsection, the Index Error Bound Condition is introduced. It is the fundamental assumption in our setting.

To start with, let us define the mappings

$$
T_{I J}(z):=\left(\begin{array}{c}
H(z) \\
u_{I} \\
v_{J}
\end{array}\right)
$$

and the corresponding sets of zeros of $T_{I J}$ in $\Omega$

$$
\mathcal{Z}_{I J}:=\left\{z \in \Omega \mid T_{I J}(z)=0\right\} \quad \text { for } I, J \subseteq \mathcal{N}
$$

Let $z^{*}=\left(x^{*}, u^{*}, v^{*}\right) \in \mathcal{Z}$ denote some fixed solution of problem (1.2). For any $w \in \mathbb{R}^{p}$, let further the index set $I_{0}(w):=\left\{i \in \mathcal{N} \mid w_{i}=0\right\}$ be defined.

Assumption 1 (Index Error Bound Condition). There exists $\omega>0$ and $\delta>0$ so that, for all $(I, J)$ satisfying $I \subseteq I_{0}\left(u^{*}\right), J \subseteq I_{0}\left(v^{*}\right)$, and $\mathcal{N}=I \cup J$,

$$
\omega \operatorname{dist}\left[z, \mathcal{Z}_{I J}\right] \leq\left\|T_{I J}(z)\right\|
$$

holds for all $z \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$.
Note that, under Assumption 1, $\mathcal{Z}_{I J}$ is a subset of $\mathcal{Z}$. We would further like to mention that Assumption 1 implies the Constrained Error Bound Condition as stated in Proposition 3.1.

Proposition 3.1. Let Assumption 1 be satisfied. Then, the Constrained Error Bound Condition holds at $z^{*}$, i.e., there exist $\omega_{E}>0$ and $\delta_{E}>0$ so that

$$
\begin{equation*}
\omega_{E} \operatorname{dist}[z, \mathcal{Z}] \leq\|T(z)\| \quad \text { for all } z \in \mathcal{B}\left(z^{*}, \delta_{E}\right) \cap \Omega \tag{3.4}
\end{equation*}
$$

This can be seen by means of Proposition 4 in [21]. The Constrained Error Bound Condition is an important ingredient for proving local superlinear convergence of Newton-type methods for constrained smooth systems of equations having nonisolated solutions, see $[1,28]$.
3.3. Basic assertions. Here, we present some basic results that will be helpful in Section 4 to analyze a single step of the constrained LM method. The first statement is a simple consequence of Taylor's formula, the assumed smoothness of the functions $F, a, b$, and the (global) Lipschitz continuity of $\varphi$.
Lemma 3.2. There exists $L>0$ so that the inequalities
(a) $\left\|H(z)+H^{\prime}(z)(\tilde{z}-z)-H(\tilde{z})\right\| \leq L\|\tilde{z}-z\|^{2}$ and
(b) $\|T(z)\| \leq L \operatorname{dist}[z, \mathcal{Z}]$
are satisfied for all $z, \tilde{z} \in \mathcal{B}\left(z^{*}, 1\right)$.
The next lemma summarizes some basic properties of the C-function $\varphi$.
Lemma 3.3. Let $c, d \in \mathbb{R}, \tilde{c}, \tilde{d} \in \mathbb{R}_{+}$, and $(\alpha, \beta) \in \partial \varphi(c, d)$ be arbitrarily chosen. Then, the following assertions are valid:
(a) $c^{2}+d^{2}>0 \Rightarrow \varphi^{\prime}(c, d)=(\alpha, \beta)=\left(1-\frac{c}{\sqrt{c^{2}+d^{2}}}, 1-\frac{d}{\sqrt{c^{2}+d^{2}}}\right)$,
(b) $c^{2}+d^{2}>0 \quad \Rightarrow \quad \varphi(c, d)=\varphi^{\prime}(c, d)\binom{c}{d}$,
(c) $\quad c>0 \Rightarrow \alpha \leq \frac{d^{2}}{2 c^{2}}$,
(d) $\quad d>0 \Rightarrow \beta \leq \frac{c^{2}}{2 d^{2}}$,
(e) $c \geq 0, d \geq 0 \quad \Rightarrow \quad \varphi(c, d) \geq 0$,
(f) $\quad \alpha \geq 0$ and $\beta \geq 0$,
(g) $(1-\alpha)^{2}+(1-\beta)^{2} \leq 1$,
(h) $\quad \varphi(\tilde{c}, \tilde{d}) \leq \varphi(c, d)+\binom{\alpha}{\beta}^{\top}\binom{\tilde{c}-c}{\tilde{d}-d}$.

Proof. Assertions (a)-(f) can be found in [2, Lemma 3.2], (g) follows from (a) by the definition of Clarke's Jacobian, see also [8, Proposition 3.1], for example.

We thus prove assertion (h) only. If $c^{2}+d^{2}>0$, then assertion (b) yields

$$
\begin{equation*}
\varphi(c, d)+\binom{\alpha}{\beta}^{\top}\binom{\tilde{c}-c}{\tilde{d}-d}=\alpha \tilde{c}+\beta \tilde{d} . \tag{3.5}
\end{equation*}
$$

This clearly holds for $c=d=0$ as well. In addition, by the Cauchy-Schwarz inequality and assertion (g), we get

$$
\begin{aligned}
\varphi(\tilde{c}, \tilde{d})-\alpha \tilde{c}-\beta \tilde{d} & =(1-\alpha) \tilde{c}+(1-\beta) \tilde{d}-\sqrt{\tilde{c}^{2}+\tilde{d}^{2}} \\
& \leq \sqrt{(1-\alpha)^{2}+(1-\beta)^{2}} \sqrt{\tilde{c}^{2}+\tilde{d}^{2}}-\sqrt{\tilde{c}^{2}+\tilde{d}^{2}} \\
& =\sqrt{\tilde{c}^{2}+\tilde{d}^{2}}\left(\sqrt{(1-\alpha)^{2}+(1-\beta)^{2}}-1\right) \\
& \leq 0 .
\end{aligned}
$$

In combination with (3.5), this shows that assertion (h) is valid.

## 4. Analysis of a single Levenberg-Marquardt step

The first lemma of the section is a means to construct a special solution $z^{\diamond} \in \mathcal{Z}$ that is related to some neighboring point $z \in \Omega$. This special solution is defined as a projection of the neighboring point onto a particular subset of the solution set $\mathcal{Z}$.

To formulate and prove the lemma, we use the index set

$$
I_{\rho}(w):=\left\{i \in \mathcal{N} \mid w_{i} \leq \rho\right\} \quad \text { for } w \in \mathbb{R}^{p} \text { and } \rho \in \mathbb{R}
$$

Lemma 4.1. Let Assumption 1 be satisfied. Then, there exist $\delta_{P}>0, \rho_{P}>0$, and $C_{P}>0$ so that, for all $z=(x, u, v) \in \mathcal{B}\left(z^{*}, \delta_{P}\right) \cap \Omega$ and all $\rho \in \mathbb{R}$ with $\operatorname{dist}[z, \mathcal{Z}] \leq \rho \leq \rho_{P}$, there is $z^{\diamond} \in \mathcal{Z}$ with the properties
(a) $\left\|z^{\diamond}-z\right\| \leq C_{P} \rho$,
(b) $u_{i}^{\diamond}=0$ for all $i \in I_{\rho}(u)$ and $v_{i}^{\diamond}=0$ for all $i \in I_{\rho}(v)$.

Proof. We first define

$$
\begin{gathered}
\rho_{P}:=\frac{1}{2} \min \left\{\min \left\{u_{i}^{*} \mid i \in \mathcal{N} \text { with } u_{i}^{*}>0\right\}, \min \left\{v_{i}^{*} \mid i \in \mathcal{N} \text { with } v_{i}^{*}>0\right\}\right\} \\
\delta_{P}:=\min \left\{1, \delta, \frac{1}{2} \rho_{P}\right\} \quad \text { and } \quad C_{P}:=\frac{\sqrt{L^{2}+2 p}}{\omega}
\end{gathered}
$$

Let $z \in \mathcal{B}\left(z^{*}, \delta_{P}\right) \cap \Omega$ and $\rho \in \mathbb{R}$ with $\operatorname{dist}[z, \mathcal{Z}] \leq \rho \leq \rho_{P}$ be arbitrarily given. By definition of $\delta_{P}$, we particularly have $z \in \mathcal{B}\left(z^{*}, \delta\right) \cap \Omega$ with $\delta>0$ from Assumption 1.

Subsequently, we are going to use Assumption 1 with

$$
I:=I_{\rho}(u) \quad \text { and } \quad J:=I_{\rho}(v) .
$$

To this end, we show that $I \subseteq I_{0}\left(u^{*}\right)$ and $J \subseteq I_{0}\left(v^{*}\right)$ with $\mathcal{N}=I \cup J$.
By assumption, the solution set $\mathcal{Z}$ is closed and not empty. Hence, there is $z^{\perp} \in \mathcal{Z}$ with $\left\|z^{\perp}-z\right\|=\operatorname{dist}[z, \mathcal{Z}]$. Since $z^{\perp} \in \mathcal{Z}$, we have $u_{i}^{\perp}=0$ or $v_{i}^{\perp}=0$ for all $i \in \mathcal{N}$. In particular,

$$
u_{i}=u_{i}-u_{i}^{\perp} \leq \operatorname{dist}[z, \mathcal{Z}] \leq \rho \quad \text { or } \quad v_{i}=v_{i}-v_{i}^{\perp} \leq \operatorname{dist}[z, \mathcal{Z}] \leq \rho
$$

holds for all $i \in \mathcal{N}$. Thus, $\mathcal{N}=I_{\rho}(u) \cup I_{\rho}(v)$ follows. Moreover, because of

$$
u_{i}^{*} \leq u_{i}+\delta_{P} \leq \rho+\delta_{P} \leq \rho_{P}+\delta_{P} \leq \frac{3}{2} \rho_{P} \leq \frac{3}{4} \min \left\{u_{i}^{*} \mid i \in \mathcal{N} \text { with } u_{i}^{*}>0\right\}
$$

we have $u_{i}^{*}=0$ for all $i \in I_{\rho}(u)$. Thus, $I_{\rho}(u) \subseteq I_{0}\left(u^{*}\right)$. In the same way, $I_{\rho}(v) \subseteq$ $I_{0}\left(v^{*}\right)$ can be shown. As a consequence, we obtain $T_{I J}\left(z^{*}\right)=0$, i.e., $z^{*} \in \mathcal{Z}_{I J}$. Hence, $\mathcal{Z}_{I J}$ is not empty. As $\mathcal{Z}_{I J}$ is also closed, there is some $z^{\diamond} \in \mathcal{Z}_{I J}$ with $\left\|z^{\diamond}-z\right\|=\operatorname{dist}\left[z, \mathcal{Z}_{I J}\right]$. Recall that $\mathcal{Z}_{I J} \subseteq \mathcal{Z}$. Consequently, $z^{\diamond}$ belongs to $\mathcal{Z}$ as well.

Since $z^{\diamond} \in \mathcal{Z}_{I J}$, property (b) holds due to the definition of $\mathcal{Z}_{I J}$. Moreover, by Assumption 1, it follows that

$$
\begin{align*}
\omega^{2}\left\|z^{\diamond}-z\right\|^{2} & \leq\left\|T_{I J}(z)\right\|^{2} \\
& =\|H(z)\|^{2}+\sum_{i \in I} u_{i}^{2}+\sum_{i \in J} v_{i}^{2}  \tag{4.1}\\
& \leq\|H(z)\|^{2}+2 p \rho^{2}
\end{align*}
$$

By Lemma 3.2 (b), we have

$$
\|H(z)\|=\left\|H(z)-H\left(z^{\perp}\right)\right\| \leq L\left\|z-z^{\perp}\right\|=L \operatorname{dist}[z, \mathcal{Z}] \leq L \rho
$$

This, (4.1), and the definition of $C_{P}$ yield that $z^{\diamond}$ satisfies property (a).
The construction of the reference solution $z^{\diamond}$ in the previous lemma will be important to prove that the optimal value of the LM subproblem (3.1) is sufficiently small if $z$ is close enough to $z^{*}$.
Theorem 4.2. Let Assumption 1 be satisfied. Then, there exist $C_{V}>0$ and $\delta_{V}>0$ so that, for any $z \in \mathcal{B}\left(z^{*}, \delta_{V}\right) \cap \Omega$, the unique solution $z^{+}(z)$ of subproblem (3.1) satisfies

$$
\begin{equation*}
\psi\left(z^{+}(z), z\right) \leq C_{V} \operatorname{dist}[z, \mathcal{Z}]^{\min \{8 / 3,(4+\gamma) / 2\}} \tag{4.2}
\end{equation*}
$$

Proof. First recall that the parameter $\gamma>0$ occurs in the definition (3.3) of the regularization parameter $\lambda(z)$ within the LM subproblem. With

$$
\eta:=\max \{2 / 3,1-\gamma / 4\} \in[2 / 3,1)
$$

and $\delta_{P}>0, \rho_{P}>0, C_{P}>0$ from Lemma 4.1, we set

$$
\delta_{V}:=\min \left\{\rho_{P}^{1 / \eta}, \delta_{P}, \frac{1}{2}, \frac{1}{\left(2 C_{P}\right)^{1 / \eta}}\right\} \quad \text { and } \quad \rho:=\operatorname{dist}[z, \mathcal{Z}]^{\eta}
$$

This implies

$$
\operatorname{dist}[z, \mathcal{Z}] \leq \rho=\operatorname{dist}[z, \mathcal{Z}]^{\eta} \leq\left\|z-z^{*}\right\|^{\eta} \leq \delta_{V}^{\eta} \leq \rho_{P}
$$

i.e., the assertions of Lemma 4.1 are true for $\rho=\operatorname{dist}[z, \mathcal{Z}]^{\eta}$ obtained for any $z \in \Omega \cap \mathcal{B}\left(z^{*}, \delta_{V}\right)$. Furthermore, we have

$$
\begin{equation*}
\rho \leq \delta_{V}^{\eta} \leq \frac{1}{2 C_{P}} \tag{4.3}
\end{equation*}
$$

Let $z^{\diamond}$ be defined according to Lemma 4.1. Then, it follows from the definition of $\lambda(z)$ in (3.3), Lemma 4.1(a), and Lemma 3.2 (b) that

$$
\begin{equation*}
\lambda(z)\left\|z^{\diamond}-z\right\|^{2} \leq\|T(z)\|^{\gamma} C_{P}^{2} \rho^{2} \leq L^{\gamma} C_{P}^{2} \operatorname{dist}[z, \mathcal{Z}]^{\gamma+2 \eta} \tag{4.4}
\end{equation*}
$$

Now, we consider

$$
\begin{equation*}
\left\|T(z)+G(z)\left(z^{\diamond}-z\right)\right\|^{2}=\left\|H(z)+H^{\prime}(z)\left(z^{\diamond}-z\right)\right\|^{2}+\sum_{i=1}^{p} \tau_{i}^{2} \tag{4.5}
\end{equation*}
$$

where we defined $\tau_{i}:=\alpha_{i} u_{i}^{\diamond}+\beta_{i} v_{i}^{\diamond}$ with $\left(\alpha_{i}, \beta_{i}\right) \in \partial \varphi\left(u_{i}, v_{i}\right)$ for $i \in \mathcal{N}$. Since Lemma 4.1(a) and (4.3) yield

$$
\left\|z^{\diamond}-z^{*}\right\| \leq\left\|z^{\diamond}-z\right\|+\left\|z-z^{*}\right\| \leq C_{P} \rho+\delta_{V} \leq 1
$$

the first summand in the right-hand side of (4.5) can be estimated using Lemma 3.2(a) and Lemma 4.1(a) as

$$
\begin{equation*}
\left\|H(z)+H^{\prime}(z)\left(z^{\diamond}-z\right)\right\| \leq L\left\|z^{\diamond}-z\right\|^{2} \leq L C_{P}^{2} \rho^{2}=L C_{P}^{2} \operatorname{dist}[z, \mathcal{Z}]^{2 \eta} \tag{4.6}
\end{equation*}
$$

To estimate the second summand, we consider the value of $\tau_{i}$ for $i \in \mathcal{N}$. There are three possible cases:

1) If $u_{i} \leq \rho$ and $v_{i} \leq \rho$, we easily obtain $u_{i}^{\diamond}=v_{i}^{\diamond}=0$ and hence $\tau_{i}=0$ by part (b) of Lemma 4.1.
2) If $u_{i}>\rho$, it follows that $v_{i} \leq \operatorname{dist}[z, \mathcal{Z}] \leq \rho$, i.e., $v_{i}^{\diamond}=0$. Moreover, by Lemma 4.1(a), we get

$$
u_{i}^{\diamond}-u_{i} \leq\left|u_{i}^{\diamond}-u_{i}\right| \leq\left\|z^{\diamond}-z\right\| \leq C_{P} \rho<C_{P} u_{i}
$$

i.e., $u_{i}^{\diamond} \leq\left(1+C_{P}\right) u_{i}$. Taking into account Lemma 3.3(c), we get

$$
\tau_{i}=\alpha_{i} u_{i}^{\diamond} \leq \frac{1}{2} \frac{v_{i}^{2}}{u_{i}^{2}} u_{i}^{\diamond} \leq \frac{1+C_{P}}{2 \rho} \operatorname{dist}[z, \mathcal{Z}]^{2}=\frac{1+C_{P}}{2} \operatorname{dist}[z, \mathcal{Z}]^{2-\eta}
$$

3) If $v_{i}>\rho$, the same estimate on $\tau_{i}$ as in the previous case follows by Lemma 3.3 (d) using an analogous calculation.

Putting the results of all three cases together, it follows that

$$
\begin{equation*}
\sum_{i=1}^{p} \tau_{i}^{2} \leq \frac{p}{4}\left(1+C_{P}\right)^{2} \operatorname{dist}[z, \mathcal{Z}]^{4-2 \eta} \tag{4.7}
\end{equation*}
$$

Then, taking into account (3.2), (4.5), (4.6), (4.7), and (4.4), we obtain

$$
\begin{aligned}
\psi\left(z^{\diamond}, z\right) \leq & L^{2} C_{P}^{4} \operatorname{dist}[z, \mathcal{Z}]^{4 \eta}+\frac{p}{4}\left(1+C_{P}\right)^{2} \operatorname{dist}[z, \mathcal{Z}]^{4-2 \eta}+ \\
& +L^{\gamma} C_{P}^{2} \operatorname{dist}[z, \mathcal{Z}]^{\gamma+2 \eta}
\end{aligned}
$$

Thus, with $C_{V}:=L^{2} C_{P}^{4}+p \frac{\left(1+C_{P}\right)^{2}}{4}+L^{\gamma} C_{P}^{2}$, we have

$$
\psi\left(z^{+}(z), z\right) \leq \psi\left(z^{\diamond}, z\right) \leq C_{V} \operatorname{dist}[z, \mathcal{Z}]^{\min \{4 \eta, 4-2 \eta, \gamma+2 \eta\}}
$$

To analyze the exponent, we consider two cases. The first one is $\gamma \in\left(0, \frac{4}{3}\right)$, which implies $\eta=1-\frac{\gamma}{4}$ and

$$
\min \{4 \eta, 4-2 \eta, \gamma+2 \eta\}=\min \left\{4-\gamma, 2+\frac{\gamma}{2}, 2+\frac{\gamma}{2}\right\}=2+\frac{\gamma}{2}
$$

In the second case, $\gamma \geq \frac{4}{3}$, we obtain $\eta=\frac{2}{3}$ and

$$
\min \{4 \eta, 4-2 \eta, \gamma+2 \eta\}=\min \left\{\frac{8}{3}, \frac{8}{3}, \gamma+\frac{4}{3}\right\}=\frac{8}{3}
$$

The results for the two cases of $\gamma$ show that (4.2) is valid.
Theorem 4.3. Let Assumption 1 be satisfied and $\gamma \in\left(0, \frac{8}{3}\right)$. Then, there exist $C_{S} \geq 1$ and $\delta_{S}>0$ so that, for any $z \in \mathcal{B}\left(z^{*}, \delta_{S}\right) \cap \Omega$, the unique solution $z^{+}(z)$ of subproblem (3.1) satisfies
(a) $\left\|z^{+}(z)-z\right\| \leq C_{S}\|T(z)\|^{\min \{(8-3 \gamma) / 6,1-\gamma / 4\}}$
(b) $\left\|T\left(z^{+}(z)\right)\right\| \leq C_{S}\|T(z)\|^{\min \{(4+\gamma) / 4,-\gamma+8 / 3\}}$

Proof. With $C_{V}>0$ and $\delta_{V}>0$ from Theorem 4.2 and $\omega_{E}>0$ from Proposition 3.1 (implied by Assumption 1), let us define

$$
\mu:=\min \left\{\frac{4}{3}-\frac{\gamma}{2}, 1-\frac{\gamma}{4}\right\}, \quad \delta_{S}:=\min \left\{\delta_{V},\left(\sqrt{C_{V} \omega_{E}^{-\gamma}}+1\right)^{-1 / \mu}\right\}
$$

and

$$
C_{S}:=\max \left\{1, \sqrt{C_{V} \omega_{E}^{-(\gamma+2 \mu}}, L C_{V} \omega_{E}^{-(\gamma+2 \mu)}+\omega_{E}^{-(\mu+\gamma / 2)}(p+1) \sqrt{C_{V}}\right\} .
$$

According to subproblem (3.1), $z \in \mathcal{Z}$ implies $z^{+}(z)=z \in \mathcal{Z}$, i.e., assertions (a) and (b) are satisfied. Therefore, we are going to check these assertions for an arbitrarily chosen $z \in\left(\mathcal{B}\left(z^{*}, \delta_{S}\right) \cap \Omega\right) \backslash \mathcal{Z}$.

From Theorem 4.2 and the definition of $\psi$ in (3.2), we have

$$
\begin{align*}
\psi\left(z^{+}(z), z\right) & =\left\|T(z)+G(z)\left(z^{+}(z)-z\right)\right\|^{2}+\lambda(z)\left\|z^{+}(z)-z\right\|^{2} \\
& \leq C_{V} \operatorname{dist}[z, \mathcal{Z}]^{\min \{8 / 3,2+\gamma / 2\}} \tag{4.8}
\end{align*}
$$

With the regularization parameter $\lambda(z)=\|T(z)\|^{\gamma}$ for $z \in \Omega \backslash \mathcal{Z}$ according to (3.3) and Proposition 3.1, it follows that

$$
\begin{align*}
\left\|z^{+}(z)-z\right\|^{2} & \leq \lambda(z)^{-1} C_{V} \operatorname{dist}[z, \mathcal{Z}]^{\min \{8 / 3,2+\gamma / 2\}} \\
& \leq\|T(z)\|^{-\gamma} C_{V} \operatorname{dist}[z, \mathcal{Z}]^{\min \{8 / 3,2+\gamma / 2\}} \\
& \leq C_{V} \omega_{E}^{-\gamma} \operatorname{dist}[z, \mathcal{Z}]^{\min \{8 / 3,2+\gamma / 2\}-\gamma}  \tag{4.9}\\
& =C_{V} \omega_{E}^{-\gamma} \operatorname{dist}[z, \mathcal{Z}]^{2 \mu}
\end{align*}
$$

Hence, taking into account the definition of $C_{S}$, assertion (a) must hold.
To prove assertion (b), we first note that, by the triangle inequality,

$$
\begin{align*}
\left\|H\left(z^{+}(z)\right)\right\| \leq & \left\|H(z)+H^{\prime}(z)\left(z^{+}(z)-z\right)\right\|+ \\
& +\left\|H\left(z^{+}(z)\right)-\left(H(z)+H^{\prime}(z)\left(z^{+}(z)-z\right)\right)\right\| \tag{4.10}
\end{align*}
$$

is valid. Using (4.8), we see that the first summand on the right is bounded, i.e.,

$$
\begin{align*}
\left\|H(z)+H^{\prime}(z)\left(z^{+}(z)-z\right)\right\| & \leq\left\|T(z)+G(z)\left(z^{+}(z)-z\right)\right\| \\
& \leq \sqrt{C_{V}} \operatorname{dist}[z, \mathcal{Z}]^{\min \{4 / 3,1+\gamma / 4\}} \tag{4.11}
\end{align*}
$$

By (4.9) and $\operatorname{dist}[z, \mathcal{Z}] \leq\left\|z-z^{*}\right\| \leq \delta_{S} \leq \delta_{S}^{\mu}$, we get

$$
\left\|z^{+}(z)-z^{*}\right\| \leq\left\|z^{+}(z)-z\right\|+\left\|z-z^{*}\right\| \leq\left(\sqrt{C_{V} \omega_{E}^{-\gamma}}+1\right) \delta_{S}^{\mu} \leq 1
$$

That is $z^{+}(z) \in \mathcal{B}\left(z^{*}, 1\right)$. Thus, we can apply Lemma 3.2(a) to estimate the second summand on the right-hand side of (4.10) and obtain

$$
\left\|H\left(z^{+}(z)\right)-\left(H(z)+H^{\prime}(z)\left(z^{+}(z)-z\right)\right)\right\| \leq L\left\|z^{+}(z)-z\right\|^{2}
$$

This and (4.9) yield

$$
\begin{equation*}
\left\|H\left(z^{+}(z)\right)-\left(H(z)+H^{\prime}(z)\left(z^{+}(z)-z\right)\right)\right\| \leq L C_{V} \omega_{E}^{-\gamma} \operatorname{dist}[z, \mathcal{Z}]^{2 \mu} \tag{4.12}
\end{equation*}
$$

Moreover, due to Lemma 3.3 (h) and (4.8), one has

$$
\begin{align*}
0 & \leq \varphi\left(u_{i}^{+}(z), v_{i}^{+}(z)\right) \leq\left(T(z)+G(z)\left(z^{+}(z)-z\right)\right)_{m+2 p+i} \\
& \leq \sqrt{C_{V}} \operatorname{dist}[z, \mathcal{Z}]^{\min \{4 / 3,1+\gamma / 4\}} \tag{4.13}
\end{align*}
$$

for all $i \in \mathcal{N}$. Summarizing (4.10), (4.11), (4.12), and (4.13) provides

$$
\begin{align*}
\left\|T\left(z^{+}(z)\right)\right\| \leq & \left\|H\left(z^{+}(z)\right)\right\|+\sum_{i=1}^{p} \varphi\left(u_{i}^{+}(z), v_{i}^{+}(z)\right) \\
\leq & (1+p) \sqrt{C_{V}} \operatorname{dist}[z, \mathcal{Z}]^{\min \{4 / 3,1+\gamma / 4\}}+ \\
& +L C_{V} \omega_{E}^{-\gamma} \operatorname{dist}[z, \mathcal{Z}]^{2 \mu}  \tag{4.14}\\
\leq & C_{S}\|T(z)\|^{\min \{1+\gamma / 4,8 / 3-\gamma\}},
\end{align*}
$$

where it has been taken into account that

$$
\min \left\{\frac{4}{3}, 1+\frac{\gamma}{4}, 2 \mu\right\}=\min \left\{\frac{4}{3}, 1+\frac{\gamma}{4}, \frac{8}{3}-\gamma, 2-\frac{\gamma}{2}\right\}=\min \left\{1+\frac{\gamma}{4}, \frac{8}{3}-\gamma\right\}
$$

holds for all $\gamma \in\left(0, \frac{8}{3}\right)$. Hence, assertion (b) is valid.

## 5. Local Convergence of the Levenberg-Marquardt method

In this section, we provide results on the local convergence of the constrained LM method with subproblems defined in (3.1). This is done by means of the general convergence framework, see Theorem 2.1. Therefore, we first specify the quantities used in this theorem for the case of the LM method we are interested in. Recall that the mapping $T$ is given by (1.4) and that

$$
N=n+2 p, \quad \Omega=\mathbb{R}^{n} \times \mathbb{R}_{+}^{p} \times \mathbb{R}_{+}^{p}, \quad \text { and } \quad \mathcal{Z}=\{z \in \Omega \mid T(z)=0\}
$$

have been already defined in the beginning of Section 3. The sequence $\left\{z^{k}\right\} \subset \Omega$ generated by the constrained LM method is obtained according to

$$
\begin{equation*}
z^{k+1}:=z^{+}\left(z^{k}\right), \quad k=0,1,2, \ldots \tag{5.1}
\end{equation*}
$$

where $z^{0} \in \Omega$ is a starting point sufficiently close to some $z^{*} \in \mathcal{Z}$ and the mapping $z^{+}: \Omega \rightarrow \Omega$, as described at the end of Subsection 3.1, is based on the solution of subproblem (3.1). For any $z \in \Omega \backslash \mathcal{Z}$, the subproblem makes use of the regularization parameter $\lambda(z)=\|T(z)\|^{\gamma}$ with some $\gamma>0$, cf. (3.3). Finally, we define the function $t: \mathbb{R}^{N} \rightarrow[0, \infty)$ by

$$
\begin{equation*}
t(z):=\|T(z)\|^{2 / 3} \tag{5.2}
\end{equation*}
$$

Thus, we see that the solution set $\mathcal{Z}$ of problem (1.4) is the same as the set $Z=$ $\{z \in \Omega \mid t(z)=0\}$ used in Theorem 2.1.

We are now in the position to apply the latter theorem together with the results of Theorem 4.3 to the sequence $\left\{z^{k}\right\}$ as defined in (5.1).

Theorem 5.1. Let Assumption 1 be satisfied and $\gamma=4 / 3$. Then, there exists $\varepsilon>0$ such that, for any $z^{0} \in \mathcal{B}\left(z^{*}, \varepsilon\right) \cap \Omega$, the sequence $\left\{z^{k}\right\}$ generated by the constrained $L M$ method according to (5.1) converges to some $\hat{z} \in \mathcal{Z}$ with
(a) an $R$-order of $4 / 3$ and
(b) a $\nu$-step $Q$-order of $(2 / 3)(4 / 3)^{\nu}$ for any fixed $\nu \in \mathbb{N}$ with $\nu \geq 2$.

In addition, the sequences $\left\{\left\|T\left(z^{k}\right)\right\|\right\}$ and $\left\{\operatorname{dist}\left[z^{k}, \mathcal{Z}\right]\right\}$ converge to 0 with a $Q$-order of $4 / 3$.

Proof. By Theorem 4.3 and (5.2), there exist $C_{S} \geq 1$ and $\delta_{S}>0$ so that

$$
\begin{aligned}
& \left\|z^{+}(z)-z\right\| \leq C_{S}\|T(z)\|^{2 / 3}=C_{S} t(z) \\
& t\left(z^{+}(z)\right)=\left\|T\left(z^{+}(z)\right)\right\|^{2 / 3} \leq\left(C_{S}\|T(z)\|^{4 / 3}\right)^{2 / 3} \leq C_{S} t(z)^{4 / 3}
\end{aligned}
$$

for all $z \in \mathcal{B}\left(z^{*}, \delta_{S}\right) \cap \Omega$. Hence, conditions (a) and (b) in Theorem 2.1 are satisfied with $C:=C_{S}, \delta:=\delta_{S}$, and $\sigma=4 / 3$. Finally, the function $t$ as defined in (5.2) is Hölder continuous on $\mathcal{B}\left(z^{*}, \delta\right)$ with some $L>0$ and $\theta=\frac{2}{3}$. To see this, we assume without loss of generality that $\|T(\tilde{z})\| \geq\|T(z)\|>0$ and keep in mind that $z, \tilde{z} \in \mathcal{B}\left(z^{*}, \delta\right)$. This implies

$$
\frac{1}{\|T(\tilde{z})\|^{\theta}}\left|\|T(\tilde{z})\|^{\theta}-\|T(z)\|^{\theta}\right|=1-\frac{\|T(z)\|^{\theta}}{\| T\left(\tilde{z} \|^{\theta}\right.} \leq 1-\frac{\|T(z)\|}{\|T(\tilde{z})\|} \leq\left|1-\frac{\|T(z)\|}{\|T(\tilde{z})\|}\right|^{\theta} .
$$

It follows that

$$
|t(\tilde{z})-t(z)|=\left|\|T(\tilde{z})\|^{\theta}-\|T(z)\|^{\theta}\right| \leq \mid\|T(\tilde{z})\|-\|T(z)\|\left\|^{\theta} \leq L_{0}\right\| \tilde{z}-z \|^{\theta},
$$

since the mapping $T$ is locally Lipschitz continuous.
Hence, applying Theorem 2.1 yields the existence of $\varepsilon>0$ such that the sequence $\left\{z^{k}\right\}$ generated according to (5.1) remains in $\mathcal{B}\left(z^{*}, \delta_{S}\right) \cap \Omega$, converges to some $\hat{z} \in \mathcal{Z}$, and has the claimed convergence properties.

## 6. Final remarks

We have seen that the new convergence framework in Section 2 together with the Index Error Bound Condition, a sophisticated analysis of a single step of the constrained LM method, and accordingly the choice of the regularization parameter provides local superlinear convergence of the method even if it is started close to a nonisolated and degenerate solution. This result is new since the method is not based on a piecewise smooth reformulation of the complementarity system (1.2) but on a reformulation with the FB C-function. The obtained superlinear R-order of $4 / 3$ indicates that the convergence framework is indeed more general than previous approaches. In particular, for the constrained LM method investigated here, the framework allows steps $z^{+}(z)-z$ whose length is bounded by $C_{0} \operatorname{dist}[z, \mathcal{Z}]^{2 / 3}$, with some $C_{0}>0$. In contrast to this, the step length of usual Newton-type methods is bounded by $C_{0} \operatorname{dist}[z, \mathcal{Z}]$. It can be easily verified that this framework is able to recover many known results, in particular those for complementarity systems with solutions that are both noninsolated and degenerate, especially the Q-quadratic convergence of the constrained LM method [9] and of the LP-Newton method [10, 21], both based on reformulations with the min C-function. Also, an R-order of $3 / 2$ in the recent approach [2] can be recovered. Note that this approach was based on the FB C-function but restricted to an isolated primal solution.

We hope that the convergence framework in Section 2 will be helpful to analyze local convergence of the LP-Newton method based on the FB C-function or on certain other C-functions, which do not lead to piecewise smooth systems of equations.
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