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#### Abstract

We consider the Bayesian inverse problem for forward isotropic elasticity problems in the Hellinger-Reissner mixed and dual mixed forms to infer the Lamé parameters, under the Gaussian prior probability. These mixed forms are particularly convenient when observations on the stress tensor are available. The Lamé parameters are of the log-normal form. Their natural logarithms are expressed as a countable linear expansion of pairwise independent normal random variables, as in the Kahunen-Loève expansion. Assuming a polynomial decaying rate for the sup norm of the coefficient functions of these expansions, we deduce an approximation for the posterior probability measure by taking into account only a finite number of terms in these expansions. The resulting truncated forward problem is solved by mixed finite elements (FEs). An approximation of the posterior measure is derived from the FE solution of the forward equation, with an error estimate in the Hellinger distance in terms of the FE mesh size. For the Hellinger-Reissner mixed problem, we use the stable $\mathbb{P}_{0}-\mathbb{P}_{1}$ FE pair. For the dual mixed problem, due to the difficulty arising from constructing symmetric basis functions for the stress tensor in the $H$ (div) space, we use a modified mixed form which is solved by the PEERS FEs. Plain application of the Markov Chain Monte Carlo method for sampling the posterior probability measure results in a prohibitively high level of complexity. We develop the Multilevel Markov Chain Monte Carlo method which requires an essentially optimal total number of degrees of freedom to produce an approximation for the posterior expectation of quantities of interests within a prescribed level of accuracy. The method essentially relies on the ones developed for Bayesian inverse problems of forward elliptic equations in V. H. Hoang, Ch. Schwab and A. M. Stuart, Inverse problems, vol. 29, 2013 for the uniform prior and V. H. Hoang, J. H. Quek and Ch. Schwab, Inverse problems, vol. 36, 2020 for the Gaussian prior. Numerical experiments confirm the theoretical error estimates.


## 1. Introduction

Quantifying uncertainty in partial differential equations governed physical models with random inputs attracts much attention from the scientific community recently

[^0]due to its essential importance in many practical and engineering applications. Forward uncertainty quantification problems aim to find the statistics of the solutions of the partial differential equations given random inputs of the forcing and/or of the coefficients (see, e.g., $[7-9,27]$ ), while inverse uncertainty quantification problems recover the uncertain coefficients of the equations given noisy observations on the solution (see, e.g, $[24,30]$ ).

We consider Bayesian inverse problems to recover the elastic moduli of an isotropic elastic material. We particularly consider the case where the forward elasticity equation is written in the mixed form where the stress tensor forms a part of the solution. Considering the mixed setting of the forward equation is particularly beneficial when observations on the stress tensor are available. In the sampling Markov Chain Monte Carlo (MCMC) process, solving the mixed forward equation provides directly the stress tensor corresponding to a particular sample of the unknown elastic moduli. We consider the Hellinger-Reissner mixed form and the Hellinger-Reissner dual mixed form in this paper. The Lamé parameters of the underlying isotropic material are assumed to be of the log-normal form, i.e. their natural logarithms follow a Gaussian distribution and are written in the Kahunen-Loève expansion in the form of a linear combination of pairwise independent Gaussian random variables. To sample the posterior probability, we use MCMC where the forward mixed elasticity equation is solved by a stable mixed FE scheme. For the Hellinger-Reissner mixed forward problem, the $\mathbb{P}_{0}-\mathbb{P}_{1}$ stable FE pair is used for the stress tensor and displacement $(\sigma, u)$, while for the Hellinger-Reissner dual mixed forward problem, we use the PEERS FE to resolve the difficulty arising from the symmetry of the stress tensor in the $H$ (div) space (see, [5]).

It is well known that for Bayesian inverse problems of partial differential equations, a plain application of MCMC is prohibitively expensive as a large number of realizations of the forward equation needs to be solved with high accuracy, leading to a high level of complexity (see [22]). Hoang et al. [22] develop the multilevel Markov Chain Monte Carlo (MLMCMC) method which approximates the posterior expectation of quantities of interest within a prescribed level of accuracy with an essentially optimal complexity level, which is equivalent to that for solving only one realization of the forward equation to obtain an approximation for the solution with an equivalent level of accuracy. However, Hoang et al. [22] only shows rigorously the convergence of the method for the case of a uniform prior distribution where the solution of the forward equation is uniformly bounded for all the realizations. For the case of the Gaussian prior as considered in this paper, the solution to the forward equation is no longer uniformly bounded. Failing to take into account the unboundedness of the solution to the forward equation may result in a highly inaccurate approximation of the posterior expectation of quantities of interest by multilevel algorithms as shown numerically in Hoang et al. [20]. Hoang et al. [20] develop a novel MLMCMC method for approximating posterior expectation of quantities of interest for Bayesian inverse problems under the Gaussian prior, essentially modifying the method for the uniform prior in [22]. They show mathematically rigorously the optimal convergence of the method. The methods are applied to Baysian inverse problems for inferring the forcing and the initial condition of the forward NavierStokes equation, using mixed FEs to solve the forward equation, in [32]. There has
been active research on reducing computation cost of MCMC sampling of posterior probability measures for Bayesian inverse problems of forward partial differential equations. We mention exemplarily the references [14], [13], [23], and the survey papers [16] and [17] and the references therein for other multilevel methods, though to the best of our knowledge, the method developed in [20] is the only one that has been mathematically rigorously justified for the log-Gaussian prior. High dimensional quadrature rules can also be employed for approximating integrals in the high dimensional parameter spaces in computing the posterior expectation of a quantity of interest, though certain levels of smoothness dependence of the integrands on the parameters are required, see, e.g., [28], [12].

We develop in this paper the optimal mixed FE MLMCMC for Bayesian inverse problems under the Gaussian prior for mixed elasticity problems with noisy observation on the stress tensors. The paper shows theoretically and numerically that the optimal convergence of the MLMCMC method for Bayesian inverse problems with the Gaussian prior developed for scalar elliptic problems in [22] works equally for Hellinger-Reissner mixed and dual mixed form elasticity forward equation, where observations are on the stress tensor. The paper is organized as follows. In the next section, we consider the Bayesian inverse problem for the Hellinger-Reissner mixed forward elasticity problem. In particular, in subsection 2.1 , we introduce the forward parametric mixed elasticity problem, and establish the realization dependent bounds for its solution. In subsection 2.2, we set up the Bayesian inverse problem where observations are on the stress tensor. We show the existence of the posterior probability measure and its locally Lipschitz continuity with respect to the observations. In subsection 2.3 , we approximate the posterior by considering only a finite number of terms in the expansions of the Lamé parameters. We show a convergence rate for this approximation in terms of the expansion's finite truncation level, given a decaying rate for the coefficient functions of the expansions. Mixed finite element approximation for the forward equation is considered in subsection 2.4. An approximation for the posterior probability measure is constructed from the FE solution of the forward equation, with an error estimate in the Hellinger distance in terms of the FE mesh size. In section 3, we consider the Hellinger-Reissner dual mixed forward problem. We introduce the parametric dual mixed problem in subsection 3.1. In subsection 3.2, we show the existence and well-posedness of the Bayesian inverse problem. Approximation of the posterior probability measure with respect to finitely truncating the expansion of the Lamé parameters is considered in subsection 3.3. FE approximation of the forward problem is studied in subsection 3.4. Due to the difficulty of constructing symmetric basis functions for the stress tensor in the $H$ (div) space, we employ the PEERS elements together with a modified form for the dual mixed problem. From the FE solution of the forward equation, we construct an approximation of the posterior probability measure with an error estimate in the Hellinger distance which depends on the FE convergence rate. In section 4, we present the MLMCMC method for approximating the posterior expectation of quantities of interests for the Bayesian inverse problem of mixed elasticity forward equation. The method essentially relies on the method for forward elliptic equations of [20]. In section 5 we present numerical examples on FE MLMCMC sampling for Bayesian inverse problems for elasticity forward equation of the Hellinger-Reissner
mixed and dual mixed form. The numerical results support the theoretical error estimates. Appendix A contains proof of the error estimates for the approximation of the posterior in the Hellinger distance. We recapitulate the details of the construction of the MLMCMC method in appendix B.

Throughout the paper, by $C$ and $c$ we denote generic constants whose values may change between different appearances, and do not depend on the approximation parameters. Repeated indices indicate summation.

## 2. Linear elasticity problem in the Hellinger-Reissner mixed form

2.1. Parametric forward problem. Let $D$ be a bounded Lipschitz domain in $\mathbb{R}^{d}$ $(d=2,3)$. We consider the linear isotropic elasticity equation in $D$. We denote by $\mathcal{C}$ the stiffness tensor, $\varepsilon$ and $\sigma$ the strain tensor and the stress tensor, and $u$ the displacement vector. Assuming that the material is isotropic, $\mathcal{C}$ can be represented in the following explicit form with the Lamé parameters $\mu$ and $\lambda$,

$$
\begin{equation*}
\mathcal{C}_{i j k l}=\mu\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\lambda \delta_{i j} \delta_{k l}, \tag{2.1}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker symbol $(i, j, k, l=1, \ldots, d)$. The relationship between the stress and strain tensors and the displacement is governed by the following linear constitutive equations

$$
\begin{align*}
\varepsilon & =\nabla^{(s)} u \\
\sigma & =\mathcal{C} \varepsilon=\left\{\mathcal{C}_{i j k l} \varepsilon_{k l}\right\}=2 \mu \varepsilon+\lambda(\operatorname{tr}(\varepsilon)) I \tag{2.2}
\end{align*}
$$

where $\nabla^{(s)}$ is the symmetric gradient, which is defined as $\left(\nabla^{(s)} u\right)_{i j}=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right)$ with $i, j=1, \ldots, d$. We consider the following forward linear elasticity equation with Dirichlet boundary,

$$
\begin{cases}\nabla \cdot \sigma=-f & \text { in } D  \tag{2.3}\\ \sigma=\mathcal{C} \nabla^{(s)} u & \text { in } D \\ u=0 & \text { on } \Gamma\end{cases}
$$

where $\Gamma$ is the domain boundary and $f \in\left[H^{-1}(D)\right]^{d}$. We consider the Bayesian inverse problem with observation on the stress tensor, so it is convenient to consider the Hellinger-Reissner mixed form. We note that the compliance tensor $\mathcal{C}^{-1}$ can be expressed in terms of $\mu$ and $\lambda$ as

$$
\begin{equation*}
\mathcal{C}_{i j k l}^{-1}=\frac{1}{4 \mu}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\left(\frac{1}{d^{2} \lambda+2 d \mu}-\frac{1}{2 d \mu}\right) \delta_{i j} \delta_{k l} . \tag{2.4}
\end{equation*}
$$

With the given primal form of the linear elasticity equation (2.3), we have the following equivalent Hellinger-Reissner mixed form: Find $\sigma \in\left[L^{2}(D)\right]^{d \times d}$ and $u \in$ $\left[L^{2}(D)\right]^{d}$ such that

$$
\begin{cases}\left(\mathcal{C}^{-1} \sigma, \tau\right)-\left(\tau, \nabla^{(s)} u\right)=0 & \forall \tau \in\left[L^{2}(D)\right]^{d \times d},  \tag{2.5}\\ -\left(\sigma, \nabla^{(s)} v\right)=-(f, v) & \forall v \in\left[H_{0}^{1}(D)\right]^{d},\end{cases}
$$

where $(\cdot, \cdot)$ denotes the inner product in $\left[L^{2}(D)\right]^{d \times d}$ and in $\left[L^{2}(D)\right]^{d}$, extended to the duality pairing between $\left[H_{0}^{-1}(D)\right]^{d}$ and $\left[H_{0}^{1}(D)\right]^{d}$.

We assume that the Lamé parameters can be represented in the parametric form as

$$
\begin{align*}
& \mu(x, z)=\mu_{*}(x)+\exp \left(\bar{\mu}(x)+\sum_{j \geq 1} \mu_{j}(x) z_{j}\right) \\
& \lambda(x, z)=\lambda_{*}(x)+\exp \left(\bar{\lambda}(x)+\sum_{j \geq 1} \lambda_{j}(x) z_{j}\right), \tag{2.6}
\end{align*}
$$

where $x \in D$ and $z=\left(z_{1}, z_{2}, \ldots\right) \in \mathbb{R}^{\mathbb{N}}$. We assume the functions $\mu_{*}, \lambda_{*}$ are nonnegative. Hence $\mu$ and $\lambda$ are both positive and can be arbitrary close to 0 . We specify a prior probability measure on the coefficient space by assuming that the coordinates $z_{j}$ are independently, identically distributed according to the standard Gaussian measure, i.e. $z_{j} \sim N(0,1)$. We denote by $\gamma_{1}$ the standard Gaussian measure in $\mathbb{R}^{1}$. We equip $\mathbb{R}^{\mathbb{N}}$ with the product $\sigma$-algebra $\mathcal{B}\left(\mathbb{R}^{\mathbb{N}}\right)=\bigotimes_{j=1}^{\infty} \mathcal{B}(\mathbb{R})$ where $\mathcal{B}$ is the Borel $\sigma$-algebra. The Gaussian probability measure $\gamma$ on $\left(\mathbb{R}^{\mathbb{N}}, \mathcal{B}\left(\mathbb{R}^{\mathbb{N}}\right)\right)$ is the product measure,

$$
\gamma=\bigotimes_{i=1}^{\infty} \gamma_{1}
$$

In section 2.2, we consider a Bayesian inverse problem for inferring the Lamé parameters $\mu, \lambda$ or a quantity of interest depending on the Lamé parameters from a set of noisy observations consisting of linear functionals of the stress tensor $\sigma$. As $\sigma$, $u$ depend on $z$, we denote them as $\sigma(x, z)$ and $u(x, z)$. We impose the following assumption on the functions $\mu_{*}, \bar{\mu}, \mu_{j}$ and $\lambda_{*}, \bar{\lambda}, \lambda_{j}$.
Assumption 2.1. The functions $\mu_{*}, \bar{\mu}, \mu_{j}$ and $\lambda_{*}, \bar{\lambda}, \lambda_{j}$ are in $L^{\infty}(D)$ and essinf $\mu_{*}(x) \geq 0$, ess inf $\lambda_{*}(x) \geq 0$. There are $c>0$ and $s>1$ such that $\left\|\mu_{j}\right\|_{L^{\infty}(D)} \leq$ $c j^{-s},\left\|\lambda_{j}\right\|_{L^{\infty}(D)} \leq c j^{-s}$.

We emphasize that in assumption 2.1, $\mu_{*}=0$ and $\lambda_{*}=0$ are admissible. We denote by $q=s-1$ and $\mathbf{b}_{\mu}:=\left\{\left\|\mu_{j}\right\|_{L^{\infty}(D)}\right\} \in \ell^{1}(\mathbb{N}), \mathbf{b}_{\lambda}:=\left\{\left\|\lambda_{j}\right\|_{L^{\infty}(D)}\right\} \in \ell^{1}(\mathbb{N})$. Let $b_{\mu}^{j}:=\left\|\mu_{j}\right\|_{L^{\infty}(D)}$ and $b_{\lambda}^{j}:=\left\|\lambda_{j}\right\|_{L^{\infty}(D)}$. Assumption 2.1 implies that the set

$$
U:=\left\{z \in \mathbb{R}^{\mathbb{N}}, \sum_{j=1}^{\infty} b_{\mu}^{j}\left|z_{j}\right|<\infty, \sum_{j=1}^{\infty} b_{\lambda}^{j}\left|z_{j}\right|<\infty\right\} \in \mathcal{B}\left(\mathbb{R}^{\mathbb{N}}\right)
$$

has full Gaussian measure, i.e. $\gamma(U)=1$, (see $[4,27]$ ). For every $z \in U$, the Lamé parameters (2.6) are well defined functions of $L^{\infty}(D)$. Let $\Theta$ denote the restriction of the product $\sigma$-algebra $\mathcal{B}\left(\mathbb{R}^{\mathbb{N}}\right)$ to $U$. The prior probability is the restriction of the Gaussian measure $\gamma$ to $U$; we denote it also as $\gamma$. For $z \in U$, we define

$$
\begin{align*}
& \mu_{\max }(z)=\underset{x \in D}{\operatorname{ess} \sup } \mu_{*}(x)+\exp \left(\|\bar{\mu}\|_{L^{\infty}(D)}+\sum_{j=1}^{\infty}\left\|\mu_{j}\right\|_{L^{\infty}(D)}\left|z_{j}\right|\right),  \tag{2.7}\\
& \lambda_{\max }(z)=\underset{x \in D}{\operatorname{ess} \sup } \lambda_{*}(x)+\exp \left(\|\bar{\lambda}\|_{L^{\infty}(D)}+\sum_{j=1}^{\infty}\left\|\lambda_{j}\right\|_{L^{\infty}(D)}\left|z_{j}\right|\right),
\end{align*}
$$

and

$$
\begin{align*}
& \mu_{\min }(z)=\underset{x \in D}{\operatorname{ess} \inf } \mu_{*}(x)+\exp \left(\underset{x \in D}{\operatorname{ess} \inf }(\bar{\mu})-\sum_{j=1}^{\infty}\left\|\mu_{j}\right\|_{L^{\infty}(D)}\left|z_{j}\right|\right), \\
& \lambda_{\min }(z)=\underset{x \in D}{\operatorname{essinf}} \lambda_{*}(x)+\exp \left(\underset{x \in D}{\operatorname{essinf}}(\bar{\lambda})-\sum_{j=1}^{\infty}\left\|\lambda_{j}\right\|_{L^{\infty}(D)}\left|z_{j}\right|\right) . \tag{2.8}
\end{align*}
$$

For $z \in U$ and for $x \in D$, we note $0<\mu_{\min }(z) \leq \mu(x, z) \leq \mu_{\max }(z)<\infty$ and $0<\lambda_{\min }(z) \leq \lambda(x, z) \leq \lambda_{\max }(z)<\infty$. We observe that $\mu_{\max }(z), \lambda_{\max }(z)$ and $\mu_{\min }(z), \lambda_{\min }(z)$ are $(U, \Theta)$ measurable. To formulate the mixed problem (2.5) as an abstract saddle point problem, we introduce the following two spaces

$$
X=\left[L^{2}(D)\right]_{\mathrm{sym}}^{d \times d}, \quad M=\left[H_{0}^{1}(D)\right]^{d} .
$$

We define the following two bilinear forms $a \in \mathcal{L}(X \times X, \mathbb{R})$ and $b \in \mathcal{L}(X \times M, \mathbb{R})$,

$$
\begin{aligned}
a(z ; \sigma, \tau) & =\left(\mathcal{C}^{-1}(z) \sigma, \tau\right) \\
& =\left(\frac{1}{2 \mu(z)} \sigma, \tau\right)+\left(\left(\frac{1}{d^{2} \lambda(z)+2 d \mu(z)}-\frac{1}{2 d \mu(z)}\right) \operatorname{tr}(\sigma), \operatorname{tr}(\tau)\right), \\
b(\tau, v) & =-\left(\tau, \nabla^{(s)} v\right),
\end{aligned}
$$

where $(\cdot, \cdot)$ denotes the inner product in $\left[L^{2}(D)\right]^{d \times d}$, as well as in $\left[L^{2}(D)\right]^{d}$. Then the Hellinger-Reissner mixed problem can be written as the following saddle point problem

$$
\begin{cases}\text { Seek } \sigma \in X \text { and } u \in M \text { such that } &  \tag{2.9}\\ a(z ; \sigma, \tau)+b(u, \tau)=0 & \forall \tau \in X \\ b(\sigma, v)=-(f, v) & \forall v \in M\end{cases}
$$

The well-posedness of the mixed problem is well known. We note the following inf-sup conditions.

Proposition 2.2. The bilinear operators $a(z ; \sigma, \tau)$ and $b(\tau, v)$ satisfy the following inf-sup conditions.

$$
\begin{equation*}
\exists \alpha(z)>0 \text { such that } \inf _{w \in X} \sup _{\tau \in X} \frac{a(z ; w, \tau)}{\|w\|_{X}\|\tau\|_{X}} \geq \alpha(z), \tag{1}
\end{equation*}
$$

(2)

$$
\exists \beta>0 \text { such that } \inf _{v \in M} \sup _{\tau \in X} \frac{b(\tau, v)}{\|\tau\|_{X}\|v\|_{M}} \geq \beta .
$$

Proof. We observe that $\sum_{i, j=1}^{d}\left(\tau_{i i}, \tau_{j j}\right) \leq d \sum_{i, j=1}^{d}\left(\tau_{i i}, \tau_{i i}\right) \leq d \sum_{i, j=1}^{d}\left(\tau_{i j}, \tau_{i j}\right)$, for $d=2,3$. Hence, the coercivity is due to

$$
\begin{align*}
a(z ; \tau, \tau) & =\sum_{i, j=1}^{d}\left(\frac{1}{2 \mu(z)} \tau_{i j}, \tau_{i j}\right)+\sum_{i=1}^{d}\left(\left(\frac{1}{d^{2} \lambda(z)+2 d \mu(z)}-\frac{1}{2 d \mu(z)}\right) \tau_{i i}, \tau_{j j}\right)  \tag{2.10}\\
& \geq \sum_{i, j=1}^{d}\left(\frac{1}{2 \mu(z)} \tau_{i j}, \tau_{i j}\right)+\sum_{i, j=1}^{d}\left(\left(\frac{1}{d \lambda(z)+2 \mu(z)}-\frac{1}{2 \mu(z)}\right) \tau_{i j}, \tau_{i j}\right) \\
& \geq \frac{1}{d \lambda_{\max }(z)+2 \mu_{\max }(z)}\|\tau\|_{X}^{2}
\end{align*}
$$

Hence the first inf-sup condition follows. For the second inf-sup condition, we refer to the proof of lemma 3.6 in Braess [5]. For $v \in H_{0}^{1}(D)^{d}$, let $\tau=-\nabla^{(s)} v$,

$$
\frac{-\left(\tau, \nabla^{(s)} v\right)}{\|\tau\|}=\frac{\left\|\nabla^{(s)} v\right\|^{2}}{\left\|\nabla^{(s)} v\right\|} \geq c\|v\|_{1}
$$

due to the Korn's inequality. This establishes the inf-sup condition.
Given both the inf-sup conditions, the problem is well-posed by theorem 2.34 in [15]. Furthermore, we have the following estimates,

$$
\begin{equation*}
\|\sigma\|_{X} \leq c_{1}\|f\|_{M^{\prime}}, \quad\|v\|_{M} \leq c_{2}\|f\|_{M^{\prime}} \tag{2.11}
\end{equation*}
$$

with $c_{1}=\frac{1}{\beta}\left(1+\frac{\|a\|}{\alpha(z)}\right)$ and $c_{2}=\frac{\|a\|}{\beta^{2}}\left(1+\frac{\|a\|}{\alpha(z)}\right)$. We emphasize that $\alpha(z)=1 /\left(d \lambda_{\max }(z)+\right.$ $\left.2 \mu_{\max }(z)\right)$ is a constant depending on $z$. We denote by $\mathbf{b}$ the sequence with components $b_{j}=\max \left\{b_{\mu}^{j}, b_{\lambda}^{j}\right\}$, where $b_{\mu}^{j}, b_{\lambda}^{j}$ are the components of $\mathbf{b}_{\mu}, \mathbf{b}_{\lambda}$. It follows that,

$$
\begin{align*}
\|\sigma(z)\|_{X} & \leq C\left(1+\frac{d \lambda_{\max }(z)+2 \mu_{\max }(z)}{2 \mu_{\min }(z)}\right)\|f\|_{M^{\prime}} \\
& \leq C\left(1+\exp \left(2 \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\right) \tag{2.12}
\end{align*}
$$

2.2. Existence and wellposedness of the Bayesian inverse problem. We present the problem setting for the Bayesian inverse problem. We consider general observations which are linear functions of the solution of the forward problem. Let $\mathcal{O}_{i} \in X^{\prime}, i=1, \ldots, k$ be $k$ continuous and bounded linear observation functionals on $X$. We define the forward observation map $\mathcal{G}: U \rightarrow \mathbb{R}^{k}$ for all $z \in U$ as

$$
\begin{equation*}
\mathcal{G}(z):=\left(\mathcal{O}_{1}(\sigma(\cdot, z)), \mathcal{O}_{2}(\sigma(\cdot, z)), \ldots, \mathcal{O}_{k}(\sigma(\cdot, z))\right) \tag{2.13}
\end{equation*}
$$

Let $\vartheta$ be the observation noise. It is assumed Gaussian and independent of the parameter $z$. Thus the random variable $\vartheta$ has value in $\mathbb{R}^{k}$ and follows the normal distribution $N(0, \Sigma)$, where $\Sigma$ is a known $k \times k$ symmetric positive definite covariance matrix. The noisy observation data $\delta$ is

$$
\delta=\mathcal{G}(z)+\vartheta
$$

We define the mismatch function (also known as potential function)

$$
\begin{equation*}
\Phi(z ; \delta)=\frac{1}{2}|\delta-\mathcal{G}(z)|_{\Sigma}^{2} \tag{2.14}
\end{equation*}
$$

where $|\cdot|_{\Sigma}^{2}=\left\langle\Sigma^{-1 / 2}, \Sigma^{-1 / 2}\right\rangle$ with $\langle\cdot, \cdot\rangle$ being the inner product in $\mathbb{R}^{k}$. We have the following proposition.
Proposition 2.3. The forward map $\mathcal{G}: U \rightarrow \mathbb{R}^{k}$ of the parametric problem (2.9) is a strongly measurable map from $(U, \Theta)$ to $\left(\mathbb{R}^{k}, \mathcal{B}\left(\mathbb{R}^{k}\right)\right)$.
Proof. From equation (2.5), we have, for every $\tau \in X, z, z^{\prime} \in U$,

$$
\left\{\begin{array}{l}
\left(\mathcal{C}^{-1}\left(z^{\prime}\right) \sigma\left(z^{\prime}\right)-\mathcal{C}^{-1}(z) \sigma(z), \tau\right)-\left(\tau, \nabla^{(s)} u\left(z^{\prime}\right)-\nabla^{(s)} u(z)\right)=0 \\
-\left(\sigma\left(z^{\prime}\right)-\sigma(z), \nabla^{(s)} v\right)=0
\end{array}\right.
$$

Rearranging the equation, we have

$$
\left\{\begin{array}{l}
\left(\mathcal{C}^{-1}\left(z^{\prime}\right)\left(\sigma\left(z^{\prime}\right)-\sigma(z)\right), \tau\right)-\left(\tau, \nabla^{(s)}\left(u\left(z^{\prime}\right)-u(z)\right)\right)=\left(\left(\mathcal{C}^{-1}(z)-\mathcal{C}^{-1}\left(z^{\prime}\right)\right) \sigma(z), \tau\right),  \tag{2.15}\\
-\left(\sigma\left(z^{\prime}\right)-\sigma(z), \nabla^{(s)} v\right)=0 .
\end{array}\right.
$$

With the a priori estimate for saddle point problems from theorem 2.34 in [15], we have

$$
\begin{aligned}
\left\|\sigma\left(z^{\prime}\right)-\sigma(z)\right\|_{X} & \leq C\left(1+\frac{d \lambda_{\max }\left(z^{\prime}\right)+2 \mu_{\max }\left(z^{\prime}\right)}{2 \mu_{\min }\left(z^{\prime}\right)}\right)\left\|\left(\mathcal{C}^{-1}(z)-\mathcal{C}^{-1}\left(z^{\prime}\right)\right) \sigma(z)\right\|_{X} \\
& \leq C\left(1+\frac{d \lambda_{\max }\left(z^{\prime}\right)+2 \mu_{\max }\left(z^{\prime}\right)}{2 \mu_{\min }\left(z^{\prime}\right)}\right)\left\|\mathcal{C}^{-1}\left(z^{\prime}\right)-\mathcal{C}^{-1}(z)\right\|_{L^{\infty}(D)}\|\sigma(z)\|_{X}
\end{aligned}
$$

with a constant $C$ independent of $z$. Next we estimate $\left\|\mathcal{C}^{-1}\left(z^{\prime}\right)-\mathcal{C}^{-1}(z)\right\|_{L^{\infty}(D)}$. From the formula of the compliance tensor $\mathcal{C}^{-1}$ in (2.4), we have

$$
\begin{aligned}
\left\|\mathcal{C}^{-1}\left(z^{\prime}\right)-\mathcal{C}^{-1}(z)\right\|_{L^{\infty}(D)} & \leq C\left\|\frac{1}{2 \mu\left(z^{\prime}\right)}-\frac{1}{2 \mu(z)}\right\|_{L^{\infty}(D)} \\
& +C\left\|\frac{1}{d^{2} \lambda\left(z^{\prime}\right)+2 d \mu\left(z^{\prime}\right)}-\frac{1}{d^{2} \lambda(z)+2 d \mu(z)}\right\|_{L^{\infty}(D)}
\end{aligned}
$$

We have

$$
\begin{aligned}
& \left\|\frac{1}{2 \mu\left(z^{\prime}\right)}-\frac{1}{2 \mu(z)}\right\|_{L^{\infty}(D)} \leq C\left(\frac{\left\|\mu(z)-\mu\left(z^{\prime}\right)\right\|_{L^{\infty}(D)}}{\mu_{\min }(z) \mu_{\min }\left(z^{\prime}\right)}\right) \\
& \leq C\left(\frac{1}{\mu_{\min }(z) \mu_{\min }\left(z^{\prime}\right)}\right)\left\|_{\exp \left(\bar{\mu}+\sum_{j=1}^{\infty} \mu_{j} z_{j}\right)}^{\quad+\exp \left(\bar{\mu}^{\prime}+\sum_{j=1}^{\infty} \mu_{j} z_{j}^{\prime}\right)}\right\|_{L^{\infty}(D)}\left\|\sum_{j=1}^{\infty} \mu_{j}\left(z_{j}-z_{j}^{\prime}\right)\right\|_{L^{\infty}(D)} \\
& \leq C \exp \left(c \sum_{j=1}^{\infty} b_{j}\left(\left|z_{j}\right|+\left|z_{j}^{\prime}\right|\right)\right) \sum_{j=1}^{\infty}\left|z_{j}-z_{j}^{\prime}\right| .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
\| \frac{1}{d^{2} \lambda\left(z^{\prime}\right)+2 d \mu\left(z^{\prime}\right)} & -\frac{1}{d^{2} \lambda(z)+2 d \mu(z)} \|_{L^{\infty}(D)} \\
\leq & C\left(\frac{\left\|\lambda(z)-\lambda\left(z^{\prime}\right)\right\|_{L^{\infty}(D)}+\left\|\mu(z)-\mu\left(z^{\prime}\right)\right\|_{L^{\infty}(D)}}{\left(d^{2} \lambda_{\min }(z)+2 d \mu_{\min }(z)\right)\left(d^{2} \lambda_{\min }\left(z^{\prime}\right)+2 d \mu_{\min }\left(z^{\prime}\right)\right)}\right) \\
& \leq C \exp \left(c \sum_{j=1}^{\infty} b_{j}\left(\left|z_{j}\right|+\left|z_{j}^{\prime}\right|\right)\right) \sum_{j=1}^{\infty}\left|z_{j}-z_{j}^{\prime}\right|
\end{aligned}
$$

Hence we have the following bound

$$
\begin{align*}
& \left\|\sigma(z)-\sigma\left(z^{\prime}\right)\right\|_{X} \\
& \quad \leq C\left(1+\frac{d \lambda_{\max }\left(z^{\prime}\right)+2 \mu_{\max }\left(z^{\prime}\right)}{2 \mu_{\min }\left(z^{\prime}\right)}\right)\left\|\mathcal{C}^{-1}\left(z^{\prime}\right)-\mathcal{C}^{-1}(z)\right\|_{L^{\infty}(D)}\|\sigma(z)\|_{X}  \tag{2.16}\\
& \quad \leq \exp \left(c \sum_{j=1}^{\infty} b_{j}\left(\left|z_{j}\right|+\left|z_{j}^{\prime}\right|\right)\right) \sum_{j \geq 1}\left|z_{j}-z_{j}^{\prime}\right|
\end{align*}
$$

Let $J \in \mathbb{N}$. For $z \in U$ let $z^{J}=\left(z_{1}, z_{2}, \ldots, z_{J}, 0,0, \ldots\right) \in U$. We define $\sigma^{J}(z)=\sigma\left(z^{J}\right)$ and $\mathcal{G}^{J}(z)=\mathcal{G}\left(z^{J}\right)$. Regarding $\sigma^{J}$ as a map from $\mathbb{R}^{J} \ni\left(z_{1}, \ldots, z_{J}\right) \mapsto \sigma^{J}(z) \in$ $\left[L^{2}(D)\right]_{s y m}^{d \times d}$, from equation $(2.16)$, it is continuous. Thus $\mathcal{G}^{J}$ regarded as a map from $\mathbb{R}^{J} \ni\left(z_{1}, \ldots, z_{J}\right) \mapsto \mathcal{G}^{J}(z) \in \mathbb{R}^{k}$ is continuous. Therefore, for each $E \in \mathcal{B}\left(\mathbb{R}^{k}\right)$, there exists a set $E^{-1} \in \mathcal{B}\left(\mathbb{R}^{J}\right)$ such that the preimage $\left(\mathcal{G}^{J}\right)^{-1}(E)$ is the set of $z \in U$ such that $\left(z_{1}, \ldots, z_{J}\right) \in E^{-1}$. This set is in the $\sigma$-algebra $\Theta$. Thus $\mathcal{G}^{J}$ is a measurable function from $U$ to $\mathbb{R}^{k}$. From equation (2.16) with $z^{\prime}=z^{J}$, we deduce that for $z \in U$,

$$
\lim _{J \rightarrow \infty}\left\|\sigma^{J}(z)-\sigma(z)\right\|_{X}=0
$$

and

$$
\lim _{J \rightarrow \infty}\left|\mathcal{G}^{J}(z)-\mathcal{G}(z)\right|_{\mathbb{R}^{k}}=0
$$

As $\mathcal{G}(z)$ is the pointwise limit of a sequence of measurable maps, $\mathcal{G}: U \ni z \mapsto$ $\mathcal{G}(z) \in \mathbb{R}^{N}$ is measurable.

Proposition 2.4. The posterior $\gamma^{\delta}$ is absolutely continuous with respect to the prior $\gamma$. The Radon-Nikodym derivative is given by

$$
\begin{equation*}
\frac{d \gamma^{\delta}}{d \gamma} \propto \exp (-\Phi(z ; \delta)) \tag{2.17}
\end{equation*}
$$

Proof. As the forward map $\mathcal{G}$ is measurable, from theorem (2.1) in [10], $\gamma^{\delta}$ is absolutely continuous with respect to the prior $\gamma$.

Next we show the continuity in the Hellinger distance of the posterior measure with respect to the observation data, which will imply the well-posedness of the posterior measure.

Proposition 2.5. The measure $\gamma^{\delta}$ depends locally Lipschitz continuously on the data $\delta$ with respect to the Hellinger metric: for every $r>0$ and every $\delta, \delta^{\prime} \in \mathbb{R}^{d}$ such that for $|\delta|_{\Sigma},\left|\delta^{\prime}\right|_{\Sigma} \leq r$, there exists $C=C(r)>0$ such that

$$
d_{H e l l}\left(\gamma^{\delta}, \gamma^{\delta^{\prime}}\right) \leq C(r)\left|\delta-\delta^{\prime}\right|_{\Sigma}
$$

We include the proof in appendix A .

### 2.3. Posterior approximation by finitely truncating the Lamé parameters.

 Next, we consider the approximation of the forward equation by truncating the series expansion (2.6) for the Lamé parameters after $J$ terms. We consider$$
\begin{align*}
& \mu^{J}(x, z)=\mu_{*}(x)+\exp \left(\bar{\mu}(x)+\sum_{j=1}^{J} \mu_{j}(x) z_{j}\right), \\
& \lambda^{J}(x, z)=\lambda_{*}(x)+\exp \left(\bar{\lambda}(x)+\sum_{j=1}^{J} \lambda_{j}(x) z_{j}\right), \tag{2.18}
\end{align*}
$$

with $x \in D, z \in U$. We consider the truncated problem,

$$
\begin{cases}\text { Find }\left(\sigma^{J}, u^{J}\right) \in X \times M \text { such that } &  \tag{2.19}\\ \left(\mathcal{C}_{J}^{-1}(z) \sigma^{J}, \tau\right)-\left(\tau, \nabla^{(s)} u^{J}\right)=0 & \forall \tau \in X \\ -\left(\sigma^{J}, \nabla^{(s)} v\right)=-(f, v) & \forall v \in M\end{cases}
$$

where the truncated compliance tensor $\mathcal{C}_{J}^{-1}$ is,

$$
\begin{equation*}
\left(\mathcal{C}_{J}^{-1}\right)_{i j k l}=\frac{1}{4 \mu^{J}}\left(\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k}\right)+\left(\frac{1}{d^{2} \lambda^{J}+2 d \mu^{J}}-\frac{1}{2 d \mu^{J}}\right) \delta_{i j} \delta_{k l} \tag{2.20}
\end{equation*}
$$

Proposition 2.6. Under assumption 2.1, there are positive constants $C$ and $c$ such that the solution $\left(\sigma^{J}, u^{J}\right)$ to problem (2.19) satisfies the following estimates,

$$
\begin{aligned}
& \left\|\sigma-\sigma^{J}\right\|_{X} \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right) \\
& \left\|u-u^{J}\right\|_{M} \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)
\end{aligned}
$$

Proof. By subtracting equation (2.5) from equation (2.19), we find that ( $\sigma^{J}-\sigma, u^{J}-$ $u)$ is the solution of the saddle point problem (2.21)

$$
\begin{cases}\left(\mathcal{C}_{J}^{-1}(z)\left(\sigma^{J}-\sigma\right), \tau\right)-\left(\tau, \nabla^{(s)}\left(u^{J}-u\right)\right)=\left(\left(\mathcal{C}^{-1}(z)-\mathcal{C}_{J}^{-1}(z)\right) \sigma, \tau\right) & \forall \tau \in X \\ -\left(\sigma^{J}-\sigma, \nabla^{(s)} v\right)=0 & \forall v \in M\end{cases}
$$

With theorem 2.34 from [15], we have the following estimate,

$$
\begin{aligned}
\left\|\sigma(z)-\sigma^{J}(z)\right\|_{X} & \leq C\left(1+\frac{\|a\|}{\alpha(z)}\right)\left\|\left(\mathcal{C}^{-1}(z)-\mathcal{C}_{J}^{-1}(z)\right) \sigma(z)\right\|_{X} \\
& \leq C\left(1+\exp \left(2 \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\right)\left\|\mathcal{C}^{-1}(z)-\mathcal{C}_{J}^{-1}(z)\right\|_{L^{\infty}(D)}\|\sigma(z)\|_{X} .
\end{aligned}
$$

Similarly to the proof of Proposition 2.3 we have

$$
\begin{aligned}
\| \mathcal{C}^{-1}(z) & -\mathcal{C}_{J}^{-1}(z) \|_{L^{\infty}(D)} \\
& \leq C\left(\left\|\lambda^{J}(z)-\lambda(z)\right\|_{L^{\infty}(D)}+\left\|\mu^{J}(z)-\mu(z)\right\|_{L^{\infty}(D)}\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right) .
\end{aligned}
$$

Next we establish bounds for the truncated error of the Lamé parameters. We have

$$
\begin{aligned}
\left\|\mu-\mu^{J}\right\|_{L^{\infty}(D)} & =\left\|\exp \left(\bar{\mu}+\sum_{j=1}^{\infty} z_{j} \mu_{j}\right)-\exp \left(\bar{\mu}+\sum_{j=1}^{J} z_{j} \mu_{j}\right)\right\|_{L^{\infty}(D)} \\
& \leq\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right)\left\|\exp \left(\bar{\mu}+\sum_{j=1}^{\infty} z_{j} \mu_{j}\right)+\exp \left(\bar{\mu}+\sum_{j=1}^{J} z_{j} \mu_{j}\right)\right\|_{L^{\infty}(D)} \\
& \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(\sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)
\end{aligned}
$$

Similarly we have

$$
\left\|\lambda-\lambda^{J}\right\|_{L^{\infty}(D)} \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(\sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)
$$

From equation (2.12), we have the following bound

$$
\begin{aligned}
\left\|\sigma(z)-\sigma^{J}(z)\right\|_{X} & \leq C\left(1+\exp \left(2 \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\right)\left\|\mathcal{C}^{-1}-\mathcal{C}_{J}^{-1}\right\|_{L^{\infty}(D)}\|\sigma(z)\|_{X} \\
& \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)
\end{aligned}
$$

Similarly, we also have

$$
\begin{aligned}
\left\|u(z)-u^{J}(z)\right\|_{M} & \leq C\left(1+\exp \left(2 \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\right)\left\|\left(\mathcal{C}^{-1}-\mathcal{C}_{J}^{-1}\right) \sigma(z)\right\|_{L^{\infty}(D)}\|\sigma(z)\|_{X} \\
& \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right) .
\end{aligned}
$$

We define the approximated forward map by

$$
\begin{equation*}
\mathcal{G}^{J}(z)=\left(\mathcal{O}_{1}\left(\sigma^{J}(z)\right), \ldots, \mathcal{O}_{k}\left(\sigma^{J}(z)\right)\right) \tag{2.22}
\end{equation*}
$$

The approximated posterior measure $\gamma^{J, \delta}$ is defined as,

$$
\frac{d \gamma^{J, \delta}}{d \gamma} \propto \exp \left(-\Phi^{J}(z ; \delta)\right)
$$

where $\Phi^{J}(z ; \delta)$ is the potential function,

$$
\begin{equation*}
\Phi^{J}(z ; \delta)=\frac{1}{2}\left|\delta-\mathcal{G}^{J}(z)\right|_{\Sigma}^{2} \tag{2.23}
\end{equation*}
$$

The measure $\gamma^{J, \delta}$ is an approximation of the Bayesian posterior. Next we estimate the error of this posterior approximation by the solution of the truncated equation in the Hellinger metric.
Proposition 2.7. Under assumption 2.1, there is a constant $C(\delta)>0$ such that for every $J$,

$$
\begin{equation*}
d_{\text {Hell }}\left(\gamma^{\delta}, \gamma^{J, \delta}\right) \leq C(\delta) J^{-q} \tag{2.24}
\end{equation*}
$$

We present the proof in appendix A.
2.4. FE approximation of the truncated problem. We describe the FE approximation of the solution $\left(\sigma^{J}, u^{J}\right)$ of (2.19) with the truncated coefficients in (2.18). In the Lipschitz polyhedron domain $D$ with plane sides, we define the following nested family $\left\{\mathcal{T}^{l}\right\}_{l=0}^{\infty}$ of regular simplicial partition of $D$. The nested sequence of simplices is defined recursively as: the domain $D$ is first subdivided into a regular family $\mathcal{T}^{0}$ of simplices $T$; then for $l \geq 1$, each simplex in $\mathcal{T}^{l}$ is obtained by dividing each simplex in $\mathcal{T}^{l-1}$ into $2^{d}$ congruent subsimplices. Hence the mesh size $h_{l}=\max \left\{\operatorname{diam}(T): T \in \mathcal{T}^{l}\right\}$ of $\mathcal{T}^{l}$ is $h_{l}=2^{-l} h_{0}$. We define the following nested multi-level family of spaces of piecewise constant and continuous piecewise linear functions on $\mathcal{T}^{l}$ as

$$
\begin{aligned}
& X^{l}=\left\{\sigma \in X:\left.\sigma\right|_{T} \in\left[\mathcal{P}_{0}(T)\right]_{\text {sym }}^{2 \times 2} \quad \forall T \in \mathcal{T}^{l}\right\}, \\
& M^{l}=\left\{u \in M:\left.u\right|_{T} \in\left[\mathcal{P}_{1}(T)\right]^{2} \quad \forall T \in \mathcal{T}^{l}\right\},
\end{aligned}
$$

where $\mathcal{P}_{0}(T)$ denotes the set of constant functions in simplex $T \in \mathcal{T}^{l}$ and $\mathcal{P}_{1}(T)$ denotes the set of linear polynomials. With the FE approximation space defined, we consider the FE approximation of the truncated problem in spaces $X^{l}$ and $M^{l}$,

$$
\begin{cases}\text { Seek } \sigma^{J, l} \in X^{l} \text { and } u^{J, l} \in M^{l} \text { such that } &  \tag{2.25}\\ a^{J}\left(z ; \sigma^{J, l}, \tau^{l}\right)+b\left(u^{J, l}, \tau^{l}\right)=0 & \forall \tau^{l} \in X^{l}, \\ b\left(\sigma^{J, l}, v^{l}\right)=-\left(f, v^{l}\right) & \forall v^{l} \in M^{l},\end{cases}
$$

where $a^{J}\left(z ; \sigma^{J, l}, \tau^{l}\right)=\left(\mathcal{C}_{J}^{-1}(z) \sigma^{J, l}, \tau^{l}\right)$. With the coercivity of the bilinear operator $a^{J}$, we have the same inf-sup condition in proposition 2.2 for the bilinear form $a^{J}$. Hence problem (2.25) is well-posed. Consequently we have the following estimate (lemma 2.44 of [15]).

Lemma 2.8. Under the inf-sup condition in proposition 2.2, the solution ( $\sigma^{J, l}, u^{J, l}$ ) to problem (2.25) satisfies the following estimates

$$
\begin{aligned}
& \left\|\sigma^{J}-\sigma^{J, l}\right\|_{X} \leq c_{1} \inf _{\tau^{l} \in X^{l}}\left\|\sigma^{J}-\tau^{l}\right\|_{X}+c_{2} \inf _{v^{l} \in M^{l}}\left\|u^{J}-v^{l}\right\|_{M} \\
& \left\|u^{J}-u^{J, l}\right\|_{M} \leq c_{3} \inf _{\tau^{l} \in X^{l}}\left\|\sigma^{J}-\tau^{l}\right\|_{X}+c_{4} \inf _{v^{l} \in M^{l}}\left\|u^{J}-v^{l}\right\|_{M}
\end{aligned}
$$

with $c_{1}=\left(1+\frac{\|a\|}{\alpha(z)}\right)\left(1+\frac{\|b\|}{\beta}\right), c_{2}=\frac{\|b\|}{\alpha(z)}, c_{3}=c_{1} \frac{\|a\|}{\beta}, c_{4}=1+\frac{\|b\|}{\beta}+c_{2} \frac{\|a\|}{\beta}$, where $\|a\|=\|a\|_{X, X}$ and $\|b\|=\|b\|_{X, M}$.

We emphasize that $\alpha(z)=1 /\left(d \lambda_{\max }(z)+2 \mu_{\max }(z)\right)$ is a constant dependent on $z$, but independent of $J$ and $l$. We make the following assumption on the regularity of the solution.
Assumption 2.9. We assume $\mu_{*}, \bar{\mu}, \mu_{j}, \lambda_{*}, \bar{\lambda}, \lambda_{j} \in W^{1, \infty}(D)$. Let $b_{j}^{*}=$ $\max \left\{\left\|\mu_{j}\right\|_{W^{1, \infty}(D)},\left\|\lambda_{j}\right\|_{W^{1, \infty}(D)}\right\}$. We further assume $\sum_{j \geq 1} b_{j}^{*}<\infty$. For $J \in \mathbb{N}$, solution $\sigma^{J}(\cdot, z)$ is in $W_{1}:=\left[H^{1}(D)\right]_{\mathrm{sym}}^{d \times d}$ and $u^{J}(\cdot, z)$ is in $W_{2}:=\left[H^{2}(D)\right]^{d} \cap\left[H_{0}^{1}(D)\right]^{d}$ for all $z \in U$. We further assume the following bound from the classical regularity theory for elasticity problem $[25,31]$,

$$
\begin{aligned}
& \left\|\sigma^{J}\right\|_{W_{1}} \leq C \exp \left(c \sum_{j=1}^{J} b_{j}\left|z_{j}\right|\right)\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) \\
& \left\|u^{J}\right\|_{W_{2}} \leq C \exp \left(c \sum_{j=1}^{J} b_{j}\left|z_{j}\right|\right)\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) .
\end{aligned}
$$

Remark 2.10. We consider $f \in L^{2}(D)$. For a polygonal domain, the solution to the elasticity equation may not possess the $H^{2}$ regularity. It may have singularity behaviour at the corners. Finite element spaces with a graded mesh at the singularities achieve the finite element convergence rate $O\left(N^{-1 / d}\right)$, where $N$ is the total number of degrees of freedom (see, e.g., Nistor and Schwab [26]). For a uniform mesh as considered above, when the solution only belongs to $H^{1+t}(D)$ for $t<1$, the FE convergence rate is $O\left(h_{l}^{-t}\right)$, i.e. $O\left(N^{-t / d}\right)$ in terms of the total number of degrees of freedom $N$. The MLMCMC method achieves the convergence rate $O\left(N^{-t / d}\right)$ for the total number of degrees of freedom $N$ (apart from a possible logarithmic multiplying factor), which is optimal (see remark 4.1).

The regularity assumption holds when $D$ is a smooth domain. When $D$ is convex, to solve the problem, we can construct a convex polygonal domain $D^{l}$ that is inscribed in $D$. The affine parts of the boundary of $D^{l}$ are of the same size as the mesh size $h_{l}$ which is $\mathcal{O}\left(2^{-l}\right)$. To construct our family of simplices $\mathcal{T}^{l}$, we first divide $D$ into simplices each with a curvilinear boundary segment which is a subset of $\partial D$. Then we refine the simplices by dividing each of them into $2^{d}$ subsimplices as described at the beginning of this section. However for each simplex at the boundary with a curvilinear boundary segment, we divide them into $2^{d}$ subsimplices where $2^{d-1}$ are with a curvilinear segment which is a subset of $\partial D$. We denote by $D^{l}$ the convex polygonal domain whose vertices are the ones of $\mathcal{T}^{l}$ on $\partial D$. We then solve problem (2.25) with $D$ being replaced by $D^{l}$. For a domain
with a sufficiently smooth boundary, the solution of the elasticity equation $u$ belongs to $H^{2}(D)^{d}$. Examining the $H^{2}(D)$ regularity proof of $u$ in [25], $\|u\|_{H^{2}(D)^{d}}$ is bounded by a polynomial of $\|\lambda(z)\|_{W^{1, \infty}(D)},\|\mu(z)\|_{W^{1, \infty}(D)},\left|\lambda_{\max }(z)\right|,\left|\mu_{\max }(z)\right|$, $\left|\frac{1}{\lambda_{\min }(z)}\right|,\left|\frac{1}{\mu_{\min }(z)}\right|$. Hence assumption 2.9 holds for smooth domains.
From this assumption, we have the following discretization error which is a consequence of the approximation property of $X^{l}$ and $M^{l}$ : There exists a positive constant $C>0$ which is independent of $l$ such that for every $l \in \mathbb{N}$ holds

$$
\begin{aligned}
& \inf _{\tau^{l} \in X^{l}}\left\|\sigma^{J}-\tau^{l}\right\|_{X} \leq C h_{l}\left\|\sigma^{J}\right\|_{W_{1}} \\
& \inf _{v^{l} \in M^{l}}\left\|u^{J}-v^{l}\right\|_{M} \leq C h_{l}\left\|u^{J}\right\|_{W_{2}},
\end{aligned}
$$

where $h_{l}=O\left(2^{-l}\right)$ and the constant $C$ depends only on $\mathcal{T}^{0}$. Further, we have the following error bound.

Proposition 2.11. Consider the FE approximation of the truncated mixed problem, under assumption 2.9. There is a constant $C>0$ such that for every $J, l \in \mathbb{N}$ and for every $z \in U$, the following error bound holds

$$
\begin{aligned}
& \left\|\sigma(\cdot, z)-\sigma^{J, l}(\cdot, z)\right\|_{X} \leq C \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\left(\sum_{j>J} b_{j}\left|z_{j}\right|+\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) 2^{-l}\right) \\
& \left\|u(\cdot, z)-u^{J, l}(\cdot, z)\right\|_{M} \leq C \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\left(\sum_{j>J} b_{j}\left|z_{j}\right|+\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) 2^{-l}\right)
\end{aligned}
$$

The proposition is a direct consequence of proposition 2.6 and the FE error estimate. Next we consider the FE approximation of the posterior measure. We denote the vector of observable from the FE approximation of the forward map by

$$
\begin{equation*}
\mathcal{G}^{J, l}(z)=\left(\mathcal{O}_{1}\left(\sigma^{J, l}(z)\right), \ldots, \mathcal{O}_{k}\left(\sigma^{J, l}(z)\right)\right): U \rightarrow \mathbb{R}^{k} \tag{2.26}
\end{equation*}
$$

The approximated potential function is defined as

$$
\begin{equation*}
\Phi^{J, l}(z ; \delta)=\frac{1}{2}\left|\delta-\mathcal{G}^{J, l}(z)\right|_{\Sigma}^{2} \tag{2.27}
\end{equation*}
$$

Now we define the approximated posterior probability measure $\gamma^{J, l, \delta}$ on the measurable space $(U, \Theta)$ as

$$
\frac{d \gamma^{J, l, \delta}}{d \gamma} \propto \exp \left(-\Phi^{J, l}(z ; \delta)\right) .
$$

In the Hellinger metric, the error of this approximation of the posterior measure is as in the following theorem.

Theorem 2.12. Under assumption 2.1 and assumption 2.9, there exists a positive constant $C(\delta)$ depending only on the data $\delta$ such that for every $J$ and $l$

$$
d_{\text {Hell }}\left(\gamma^{\delta}, \gamma^{J l, \delta}\right) \leq C(\delta)\left(J^{-q}+2^{-l}\right)
$$

The proof is similar to that of proposition 2.7.

## 3. Linear elasticity problem in the Hellinger-Reissner dual mixed FORM

3.1. Parametric forward problem. We consider the elasticity problem (2.3) in section 2.1. Assuming that the material is isotropic, we consider the stiffness matrix $\mathcal{C}$ in equation (2.1) and the constitutive equations (2.2). In this section, we consider the Hellinger-Reissner dual mixed form with the Dirichlet boundary condition. We introduce the following space,

$$
H(\operatorname{div}, D):=\left\{\tau \in\left[L^{2}(D)\right]^{d \times d} ; \quad \operatorname{div} \tau \in\left[L^{2}(D)\right]^{d}\right\}
$$

with the norm $\|\tau\|_{H(\operatorname{div}, D)}:=\left(\|\tau\|_{\left[L^{2}(D)\right]^{d \times d}}^{2}+\|\operatorname{div} \tau\|_{\left[L^{2}(D)\right]^{d}}^{2}\right)^{1 / 2}$. We denote $H(\operatorname{div}, D, \mathbb{S})$ the closure of $C^{\infty}(D, \mathbb{S})$ with respect to the norm $\|\tau\|_{H(\operatorname{div}, D)}$, where $\mathbb{S}=\mathbb{R}_{\text {sym }}^{d \times d}$. With this space, we consider the following Hellinger-Reissner dual mixed problem,

$$
\begin{cases}\text { Find } \sigma \in H(\operatorname{div}, D, \mathbb{S}), u \in\left[L^{2}(D)\right]^{d} \text { such that } &  \tag{3.1}\\ \left(\mathcal{C}^{-1} \sigma, \tau\right)+(\operatorname{div} \tau, u)=0 & \forall \tau \in H(\operatorname{div}, D, \mathbb{S}) \\ (\operatorname{div} \sigma, v)=-(f, v) & \forall v \in\left[L^{2}(D)\right]^{d}\end{cases}
$$

where $f \in\left[L^{2}(D)\right]^{d}$. In section 3.2 , we consider a Bayesian inverse problem for inferring the Lamé parameters $\mu, \lambda$ or a quantity of interest depending on the Lamé parameters from a set of noisy observations consisting of linear functionals of the stress tensor $\sigma$. The well-posedness of mixed problem (3.1) is well known (see [5]). However, ensuring the symmetry of the stress tensor $\sigma$ is often a major challenge in numerically solving problem (3.1). To avoid the difficulties arising from the symmetry of the stress tensor, the following weakly symmetric weak form is often solved instead of the original Hellinger-Reissner dual mixed form,

$$
\begin{cases}\text { Find } \sigma \in H(\operatorname{div}, D), u \in\left[L^{2}(D)\right]^{d} \text { and } \eta \in L^{2}(D), & \text { such that }  \tag{3.2}\\ \left(\mathcal{C}^{-1} \sigma, \tau\right)+(\operatorname{div} \tau, u)+(\operatorname{as}(\tau), \eta)=0 & \forall \tau \in H(\operatorname{div}, D) \\ (\operatorname{div} \sigma, v)=-(f, v) & \forall v \in\left[L^{2}(D)\right]^{d} \\ (\operatorname{as}(\sigma), \psi)=0 . & \forall \psi \in L^{2}(D)\end{cases}
$$

where $\operatorname{as}(\tau):=\tau-\tau^{\top} \in\left[L^{2}(D)\right]^{d \times d}$ is the anti-symmetric part. For $d=2$, we have $(\operatorname{as}(\tau), \psi):=\int_{D}\left(\tau_{12}-\tau_{21}\right) \psi d x$. With lemma 4.1 of chapter 6 in [5], problem (3.2) is equivalent to problem (3.1). We introduce the kernel space $W=\{\tau \in$ $H(\operatorname{div}, D) ;(\operatorname{div} \tau, v)=0$ for $v \in\left[L^{2}(D)\right]^{d},(a s(\tau), \psi)=0$ for $\left.\psi \in L^{2}(D)\right\}$, and the following operators $a$ and $b^{\prime}$,

$$
\begin{align*}
a(z ; \sigma, \tau) & =\left(\mathcal{C}^{-1}(z) \sigma, \tau\right) \\
& =\left(\frac{1}{2 \mu(z)} \sigma, \tau\right)+\left(\left(\frac{1}{d^{2} \lambda(z)+2 d \mu(z)}-\frac{1}{2 d \mu(z)}\right) \operatorname{tr}(\sigma), \operatorname{tr}(\tau)\right),  \tag{3.3}\\
b^{\prime}(\tau,(v, \psi)) & =(\operatorname{div} \tau, v)+(\operatorname{as}(\tau), \psi)
\end{align*}
$$

We denote the space for $v$ and $\psi$ by $A=\left[L^{2}(D)\right]^{d}, B=L^{2}(D)$ and $N=A \times B$. Let $X=H(\operatorname{div}, D)$. We have the saddle point problem,

$$
\begin{cases}\text { Seek } \sigma \in X \text { and }(u, \eta) \in N \text { such that } &  \tag{3.4}\\ a(z ; \sigma, \tau)+b^{\prime}(\tau,(u, \eta))=0 & \forall \tau \in X \\ b^{\prime}(\sigma,(v, \psi))=-(f, v) & \forall(v, \psi) \in N\end{cases}
$$

Let $\|(v, \psi)\|_{N}=\|v\|_{A}+\|\psi\|_{B}$. We show that the inf-sup conditions are satisfied in the following proposition.

Proposition 3.1. The bilinear operators $a(z ; \sigma, \tau)$ and $b^{\prime}(\tau,(v, \psi))$ satisfy the following inf-sup conditions:

$$
\begin{align*}
& \exists \alpha(z)>0 \text { such that } \inf _{w \in W} \sup _{\tau \in W} \frac{a(z ; w, \tau)}{\|w\|_{X}\|\tau\|_{X}} \geq \alpha(z),  \tag{1}\\
& \exists \beta>0 \text { such that } \inf _{(v, \psi) \in N} \sup _{\tau \in X} \frac{b^{\prime}(\tau,(v, \psi))}{\|\tau\|_{X}\|(v, \psi)\|_{N}} \geq \beta .
\end{align*}
$$

Proof. These inf-sup conditions are standard. Since $\operatorname{div} \tau=0, \forall \tau \in W$, we derive the following coercivity and boundedness of $a$ in the kernel space $W$ as in the proof of proposition 2.2,

$$
\begin{align*}
a(z ; \tau, \tau) & \geq \frac{1}{d \lambda_{\max }(z)+2 \mu_{\max }(z)}\left(\|\tau\|_{L^{2}(D)}^{2}+\|\operatorname{div} \tau\|_{L^{2}(D)}^{2}\right) \\
& =\frac{1}{d \lambda_{\max }(z)+2 \mu_{\max }(z)}\|\tau\|_{H(\operatorname{div}, D)}^{2} . \tag{3.5}
\end{align*}
$$

The inf-sup condition of $a$ then follows. The inf-sup condition of $b^{\prime}$ is proved in page 320 of [5].

With these inf-sup conditions, problem (3.4) is well-posed by theorem 2.34 in [15]. Furthermore, we have the estimates,

$$
\begin{equation*}
\|\sigma\|_{X} \leq c_{1}\|f\|_{A^{\prime}}, \quad\|(u, \eta)\|_{N} \leq c_{2}\|f\|_{A^{\prime}} \tag{3.6}
\end{equation*}
$$

with $c_{1}=\frac{1}{\beta}\left(1+\frac{\|a\|}{\alpha(z)}\right)$ and $c_{2}=\frac{\|a\|}{\beta^{2}}\left(1+\frac{\|a\|}{\alpha(z)}\right)$. Thus

$$
\begin{equation*}
\|\sigma(z)\|_{X} \leq C\left(1+\frac{d \lambda_{\max }(z)+2 \mu_{\max }(z)}{2 \mu_{\min }(z)}\right)\|f\|_{A^{\prime}} \leq C\left(1+\exp \left(2 \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\right) \tag{3.7}
\end{equation*}
$$

3.2. Existence and wellposedness of the Bayesian inverse problem. We present the setting for the Bayesian inverse problem for the Hellinger-Reissner dual mixed forward problem with Gaussian prior. Let $X=H(\operatorname{div}, D)$, we recall the definitions in section 2.2 for the linear functionals $\mathcal{O}_{i} \in X^{\prime}, i=1, \ldots, k$, the forward observation map $\mathcal{G}$, observation noise $\vartheta$, the noisy observation data $\delta$ and mismatch function $\Phi(z ; \delta)$. We have the following proposition.

Proposition 3.2. The parametric forward map $\mathcal{G}: U \rightarrow \mathbb{R}^{k}$ is strongly measurable from $(U, \Theta)$ to $\left(\mathbb{R}^{k}, \mathcal{B}\left(\mathbb{R}^{k}\right)\right)$.

The proof is similar to that of proposition 2.3. With theorem 2.1 in [10], we have the following proposition.
Proposition 3.3. The posterior $\gamma^{\delta}$ is absolutely continuous with respect to the prior $\gamma$. The Radon-Nikodym derivative is given by

$$
\frac{d \gamma^{\delta}}{d \gamma} \propto \exp (-\Phi(z ; \delta)) .
$$

Next we show the continuity of the posterior in the Hellinger distance with respect to the observation data, which implies the well-posedness of the posterior measure.
Proposition 3.4. The measure $\gamma^{\delta}$ depends locally Lipschitz continuously on the data $\delta$ with respect to the Hellinger metric: for every $r>0$ and $\delta, \delta^{\prime} \in \mathbb{R}^{d}$ such that for $|\delta|_{\Sigma},\left|\delta^{\prime}\right|_{\Sigma} \leq r$, there exists $C=C(r)>0$ such that

$$
d_{H e l l}\left(\gamma^{\delta}, \gamma^{\delta^{\prime}}\right) \leq C(r)\left|\delta-\delta^{\prime}\right|_{\Sigma}
$$

The proof is similar to that for proposition 2.5.
3.3. Posterior approximation by finitely truncating the Lamé parameters. Next, we consider the approximation of the forward equation by truncating the series expansion (2.6) for the Lamé parameters after $J$ terms, with the truncated expansion (2.18) in section 2.3. Under assumption 2.1, we consider the truncated problem,

$$
\begin{cases}\text { Find }\left(\sigma^{J}, u^{J}, \eta^{J}\right) \in X \times A \times B \text { such that } &  \tag{3.8}\\ \left(\mathcal{C}_{J}^{-1}(z) \sigma^{J}, \tau\right)+\left(\nabla \cdot \tau, u^{J}\right)+\left(\operatorname{as}(\tau), \eta^{J}\right)=0 & \tau \in X \\ \left(\nabla \cdot \sigma^{J}, v\right)=(f, v) & v \in A, \\ \left(\operatorname{as}\left(\sigma^{J}\right), \psi\right)=0, & \psi \in B\end{cases}
$$

Proposition 3.5. Under assumption 2.1, there is a positive constant $C$ such that the solution $\left(\sigma^{J}, u^{J}, \eta^{J}\right)$ to problem (3.8) satisfies the following estimates,

$$
\begin{aligned}
& \left\|\sigma(z)-\sigma^{J}(z)\right\|_{X} \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right) \\
& \left\|u(z)-u^{J}(z)\right\|_{A}+\left\|\eta(z)-\eta^{J}(z)\right\|_{B} \leq C\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)
\end{aligned}
$$

The proof is similar to that of proposition 2.6. We recall the definition in section 2.3 for the approximated forward map $\mathcal{G}^{J}(z)$ in (2.22), the approximated potential function $\Phi^{J}(z ; \delta)$ in (2.23) and the approximated posterior measure $\gamma^{J, \delta}$. We have the error estimate for this posterior approximation by the solution of the truncated equation in the Hellinger metric.
Proposition 3.6. Under assumption 2.1, there is a constant $C(\delta)>0$ such that for every J, it holds

$$
\begin{equation*}
d_{\text {Hell }}\left(\gamma^{\delta}, \gamma^{J, \delta}\right) \leq C(\delta) J^{-q} \tag{3.9}
\end{equation*}
$$

The proof is similar to that of proposition 2.7.
3.4. FE approximation of the truncated problem. In this section we describe the FE approximation of the solution $\left(\sigma^{J}, u^{J}, \eta^{J}\right)$ in (3.8). As mentioned earlier, it is not trivial to find a proper finite element space to solve problem (3.1). The challenge arises from the symmetry of the stress tensor $\sigma$. Arnold and Winther [2] establish a FE space for the stress tensor $\sigma$ with full symmetry. However there are 24 local degrees of freedom for a two dimensional problem and to our best knowledge there are no better FE spaces in $H(\operatorname{div}, D)$ which are fully symmetric but with less degrees of freedom. An alternative way to avoid difficulty from the symmetry of the stress tensor is to consider the problem with weak symmetry. To solve this problem, the PEERS element is developed by Arnold, Brezzi and Douglas [1] and the BDM element is developed by Brezzi, Douglas and Marini [6]. More detailed analysis of mixed FE for the elasticity problem can also be found in [29]. In this paper, we use the PEERS element. We work with a two dimensional domain $D$ but the three dimensional case can be considered similarly.

In the two dimensional Lipschitz polyhedron domain $D$ with plane sides, we define the nested family $\left\{\mathcal{T}^{l}\right\}_{l=0}^{\infty}$ of regular simplicial partition of $D$ as in section 2.4. We introduce the following spaces for two dimensional PEERS element method,

$$
\begin{align*}
& \mathcal{M}^{k, l}:=\left\{v \in L^{2}(D) ;\left.\quad v\right|_{T} \in \mathcal{P}_{k}(T) \quad \forall T \in \mathcal{T}^{l}\right\}  \tag{3.10}\\
& \mathcal{M}_{0}^{k, l}:=\mathcal{M}^{k, l} \cap H^{1}(D), \quad \mathcal{M}_{0,0}^{k, l}:=\mathcal{M}^{k, l} \cap H_{0}^{1}(D) \\
& R T_{k}^{l}:=\left\{v \in\left(\mathcal{M}^{k+1, l}\right)^{2} \cap H(\operatorname{div}, D) ;\left.v\right|_{T}=\binom{p_{1}}{p_{2}}+p_{3}\binom{x_{1}}{x_{2}}, p_{1}, p_{2}, p_{3} \in \mathcal{P}_{k}(T)\right\}, \\
& B_{3}^{l}:=\left\{v \in \mathcal{M}_{0}^{3, l} ; v(x)=\text { 0on every edge of the triangulation }\right\}
\end{align*}
$$

where $\mathcal{P}_{k}(T)$ denotes the set of polynomials of degree $k$ in simplex $T \in \mathcal{T}^{l}$. We define the following nested multi-level family of spaces of the simplest PEERS element on $\mathcal{T}^{l}$ as

$$
\begin{align*}
X^{l} & :=\left[R T_{0}^{l}\right]^{2} \oplus\left[\operatorname{curl}\left(B_{3}^{l}\right)\right]^{2} \\
A^{l} & :=\left[\mathcal{M}^{0, l}\right]^{2}  \tag{3.11}\\
B^{l} & :=\mathcal{M}_{0}^{1, l}
\end{align*}
$$

Remark 3.7. The PEERS element is initially developed for two dimensional plane elasticity problem in [1]. In this section, we present our theory in two dimensions. However, the PEERS element could be extended to three dimensions easily with

$$
X^{l}:=\left[R T_{0}^{l}\right]^{3} \oplus\left[\operatorname{curl}\left(B_{4}^{l}\right)\right]^{3}, A^{l}:=\left[\mathcal{M}^{0, l}\right]^{3}, B^{l}:=\left[\mathcal{M}_{0}^{1, l}\right]^{3}
$$

where
$R T_{k}^{l}:=\left\{v \in\left(\mathcal{M}^{k+1, l}\right)^{3} \cap H(\operatorname{div}, D) ;\left.v\right|_{T}=\left(\begin{array}{c}p_{1} \\ p_{2} \\ p_{3}\end{array}\right)+p_{4}\left(\begin{array}{l}x_{1} \\ x_{2} \\ x_{3}\end{array}\right), p_{1}, p_{2}, p_{3}, p_{4} \in \mathcal{P}_{k}(T)\right\}$.
The analysis in this section is valid for the three dimensional version of the PEERS element. One can refer to example 1 in [3] for more details of the three dimensional version of the PEERS element.

With the FE approximation space defined, we consider the FE approximation of the truncated problem in spaces $X^{l}, A^{l}$ and $B^{l}$, which are subspaces of $X, A$ and $B$ :

$$
\begin{cases}\text { Seek } \sigma^{J, l} \in X^{l}, u^{J, l} \in A^{l} \text { and } \eta^{J, l} \in B^{l} \text { such that } &  \tag{3.12}\\ a^{J}\left(z ; \sigma^{J, l}, \tau^{l}\right)+b^{\prime}\left(\tau^{l},\left(u^{J, l}, \eta^{J, l}\right)\right)=0 & \forall \tau^{l} \in X^{l} \\ b^{\prime}\left(\sigma^{J, l},\left(v^{l}, \psi^{l}\right)\right)=-\left(f, v^{l}\right) & \forall v^{l} \in A^{l}, \forall \psi^{l} \in B^{l}\end{cases}
$$

where $a^{J}\left(z ; \sigma^{J, l}, \tau^{l}\right)=\left(\mathcal{C}_{J}^{-1}(z) \sigma^{J, l}, \tau^{l}\right)$. We denote by $W^{l}=\left\{\tau^{l} \in X^{l}: \operatorname{div} \tau^{l}=\right.$ $0,\left(a s\left(\tau^{l}, \psi^{l}\right)=0 \forall \psi^{l} \in B^{l}\right\}$ the kernel space. With the coercivity of the bilinear operator $a^{J}$ on the kernel, we have the following inf-sup conditions in the approximation space.

Proposition 3.8. The bilinear operators $a^{J}\left(z ; w^{l}, \tau^{l}\right)$ and $b^{\prime}\left(\tau^{l},\left(v^{l}, \psi^{l}\right)\right)$ satisfy the following inf-sup conditions.
(1)

$$
\exists \alpha(z)>0, \quad \inf _{w^{l} \in W^{l}} \sup _{\tau^{l} \in W^{l}} \frac{a^{J}\left(z ; w^{l}, \tau^{l}\right)}{\left\|w^{l}\right\|_{X^{l}}\left\|\tau^{l}\right\|_{X^{l}}} \geq \alpha(z)
$$

(2)

$$
\left.\exists \beta>0, \quad \inf _{\substack{v^{l} \in A^{l} l \\ \psi^{l} \in B^{l}}} \sup _{l}^{l} \in X^{l}\right] \frac{b^{\prime}\left(\tau^{l},\left(v^{l}, \psi^{l}\right)\right)}{\left\|\tau^{l}\right\|_{X^{l}}\left(\left\|v^{l}\right\|_{A^{l}}+\left\|\psi^{l}\right\|_{B^{l}}\right)} \geq \beta
$$

The constant $\alpha(z)$ is as in proposition 2.2. Proof of the second inf-sup condition can be found in [1]. Applying lemma 2.44 from [15], we have the following estimate.

Lemma 3.9. Under the inf-sup condition from proposition 3.8, the solution $\left(\sigma^{J, l}, u^{J, l}, \eta^{J, l}\right)$ to problem (3.12) satisfies the following estimates

$$
\begin{aligned}
& \left\|\sigma^{J}-\sigma^{J, l}\right\|_{X} \\
& \quad \leq c_{1} \inf _{\tau^{l} \in X^{l}}\left\|\sigma^{J}-\tau^{l}\right\|_{X}+c_{2}\left(\inf _{v^{l} \in A^{l}}\left\|u^{J}-v^{l}\right\|_{A}+\inf _{\psi^{l} \in B^{l}}\left\|\eta^{J}-\psi^{l}\right\|_{B}\right), \\
& \left\|u^{J}-u^{J, l}\right\|_{A}+\left\|\eta^{J}-\eta^{J, l}\right\|_{B} \\
& \quad \leq c_{3} \inf _{\tau^{l} \in X^{l}}\left\|\sigma^{J}-\tau^{l}\right\|_{X}+c_{4}\left(\inf _{v^{l} \in A^{l}}\left\|u^{J}-v^{l}\right\|_{A}+\inf _{\psi^{l} \in B^{l}}\left\|\eta^{J}-\psi^{l}\right\|_{B}\right),
\end{aligned}
$$

with $c_{1}=\left(1+\frac{\left\|a^{J}\right\|}{\alpha(z)}\right)\left(1+\frac{\|b\|}{\beta}\right), c_{2}=\frac{\|b\|}{\alpha(z)}, c_{3}=c_{1} \frac{\left\|a^{J}\right\|}{\beta}, c_{4}=1+\frac{\|b\|}{\beta}+c_{2} \frac{\left\|a^{J}\right\|}{\beta}$ where $\left\|a^{J}\right\|=\left\|a^{J}\right\|_{X, X}$ and $\|b\|=\|b\|_{X,(A, B)}$.

With assumption 2.9 and remark 2.10, we have

$$
\begin{aligned}
& \left\|\sigma^{J}-\sigma^{J, l}\right\|_{X} \\
& \leq C\left(1+\exp \left(c \sum_{j=1}^{J} b_{j}\left|z_{j}\right|\right)\right)\left(h_{l}\left\|\sigma^{J}\right\|_{H^{1}}+h_{l}\|f\|_{H^{1}}+h_{l}\left\|u^{J}\right\|_{H^{1}}+h_{l}\left\|\eta^{J}\right\|_{H^{1}}\right) \\
& \leq C \exp \left(c \sum_{j=1}^{J} b_{j}\left|z_{j}\right|\right)\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) 2^{-l}, \\
& \left\|u^{J}-u^{J, l}\right\|_{A}+\left\|\eta^{J}-\eta^{J, l}\right\|_{B} \\
& \leq C\left(1+\exp \left(c \sum_{j=1}^{J} b_{j}\left|z_{j}\right|\right)\right)\left(h_{l}\left\|\sigma^{J}\right\|_{H^{1}}+h_{l}\|f\|_{H^{1}}+h_{l}\left\|u^{J}\right\|_{H^{1}}+h_{l}\left\|\eta^{J}\right\|_{H^{1}}\right) \\
& \leq C \exp \left(c \sum_{j=1}^{J} b_{j}\left|z_{j}\right|\right)\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) 2^{-l} .
\end{aligned}
$$

Hence we have the following proposition by the triangle inequality.
Proposition 3.10. Consider the FE approximation of the truncated mixed problem, under assumption 2.9. There is a constant $C>0$ such that for $z \in U$ the following error bound holds

$$
\begin{aligned}
&\left\|\sigma(\cdot, z)-\sigma^{J, l}(\cdot, z)\right\|_{X} \leq C \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\left(\sum_{j>J} b_{j}\left|z_{j}\right|+\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) 2^{-l}\right) \\
&\left\|u(\cdot, z)-u^{J, l}(\cdot, z)\right\|_{A}+\left\|\eta(\cdot, z)-\eta^{J, l}(\cdot, z)\right\|_{B} \\
& \leq C \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\left(\sum_{j>J} b_{j}\left|z_{j}\right|+\left(1+\sum_{j=1}^{J} b_{j}^{*}\left|z_{j}\right|\right) 2^{-l}\right) .
\end{aligned}
$$

We recall the definitions of $\mathcal{G}^{J, l}(z), \Phi^{J, l}(z ; \delta)$ and $\gamma^{J, l, \delta}$ in section 2.4. We have the following result.

Theorem 3.11. Under assumption 2.1 and assumption 2.9, there exists a positive constant $C(\delta)$ depending only on the data $\delta$ such that for every $J$ and $l$

$$
d_{\text {Hell }}\left(\gamma^{\delta}, \gamma^{J, l, \delta}\right) \leq C(\delta)\left(J^{-q}+2^{-l}\right)
$$

The proof is similar to that of proposition 2.7.

## 4. Multilevel MCMC for Gaussian prior

We now consider the multi-level Markov Chain Monte Carlo (MLMCMC) for sampling the posterior probability under Gaussian prior. We follow the MLMCMC method developed in [20]. We denote the solution of the forward problem as $s=(\sigma, u)$. We consider the MLMCMC approach for approximating the posterior expectation of $\ell(s(\cdot, z))$, where $\ell$ is a bounded linear map on $X \times M$. To balance the contribution of the truncation error and the FE error in theorem 2.12 and theorem
3.11, we choose $J$ s.t. $J^{-q}=\mathcal{O}\left(2^{-l}\right)$, i.e. $J=J_{l}=\left\lceil 2^{l / q}\right\rceil$. Then we denote the FE solution of the truncated problem as $s^{l}=\left(\sigma^{J_{l}, l}, u^{J_{l}, l}\right)$. Similarly, for convenience, we denote $\Phi^{J_{l}, l}$ as $\Phi^{l}$ and $\gamma^{J_{l}, l, \delta}$ as $\gamma^{l}$. The MLMCMC sampling procedure for Gaussian prior probability measure is developed in [20]. We recapitulate the details in appendix B . The MLMCMC estimator $E_{L}^{M L M C M C}[\ell(s)]$ of $\mathbb{E}^{\gamma^{\delta}}[\ell(s)]$ is

$$
\begin{aligned}
& E_{L}^{M L M C M C}(\ell(s)) \\
= & \sum_{l=1}^{L} \sum_{l^{\prime}=1}^{L^{\prime}(l)}\left[E_{M_{l l^{\prime}}}^{\gamma^{l}}\left[A_{1}^{l l^{\prime}}\right]+E_{M_{l l^{\prime}}^{\gamma^{l-1}}}^{l-1} A_{2}^{l l^{\prime}}\right]+E_{M_{l l^{\prime}}}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot E_{M_{l l^{\prime}}}^{\gamma^{l-1}}\left[A_{4}^{l l^{\prime}}+A_{8}^{l l^{\prime}}\right] \\
& \left.+E_{M_{l l^{\prime}}}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \cdot E_{M_{l l^{\prime}}}^{\gamma^{l}}\left[A_{6}^{l l^{\prime}}+A_{7}^{l l^{\prime}}\right]\right] \\
& +\sum_{l=1}^{L}\left[E_{M_{l 0}}^{\gamma^{l}}\left[A_{1}^{l 0}\right]+E_{M_{l 0}}^{\gamma^{l-1}}\left[A_{2}^{l 0}\right]+E_{M_{l 0}}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot E_{M_{l 0}}^{\gamma^{l-1}}\left[A_{4}^{l 0}+A_{8}^{l 0}\right]\right. \\
& \left.+E_{M_{l 0}}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \cdot E_{M_{l 0}}^{\gamma^{l}}\left[A_{6}^{l 0}+A_{7}^{l 0}\right]\right] \\
& +\sum_{l^{\prime}=1}^{L^{\prime}(0)} E_{M_{0 l^{\prime}}}^{\gamma^{0}}\left[\ell\left(s^{l^{\prime}}-s^{l^{\prime}-1}\right)\right]+E_{M_{00}}^{\gamma^{0}}\left[\ell\left(s^{0}\right)\right]
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{1}^{l l^{\prime}}=\left(1-\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)\right) Q(z) I^{l}(z) \\
& A_{2}^{l l^{\prime}}=\left(\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)-1\right) Q(z)\left(1-I^{l}(z)\right) \\
& A_{3}^{l}=\left(\exp \left(\Phi^{l}(z, \delta)-\Phi^{l-1}(z, \delta)\right)-1\right) I^{l}(z) \\
& A_{4}^{l l^{\prime}}=Q(z) I^{l}(z) \\
& A_{5}^{l}=\left(1-\exp \left(\Phi^{l-1}(z, \delta)-\Phi^{l}(z, \delta)\right)\right)\left(1-I^{l}(z)\right) \\
& A_{6}^{l l^{\prime}}=\exp \left(\Phi^{l}(z, \delta)-\Phi^{l-1}(z, \delta)\right) Q(z) I^{l}(z) \\
& A_{7}^{l l^{\prime}}=Q(z)\left(1-I^{l}(z)\right) \\
& A_{8}^{l l^{\prime}}=\exp \left(\Phi^{l-1}(z, \delta)-\Phi^{l}(z, \delta)\right) Q(z)\left(1-I^{l}(z)\right)
\end{aligned}
$$

with $Q(z)=\ell\left(s^{l^{\prime}}-s^{l^{\prime}-1}\right)$ when $l^{\prime} \geq 1$ and $Q(z)=\ell\left(s^{0}\right)$ when $l^{\prime}=0$. The truncation function is

$$
I^{l}(z)=\left\{\begin{array}{lll}
1 & \text { if } & \Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta) \leq 0 \\
0 & \text { if } & \Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)>0
\end{array}\right.
$$

Here $E_{M_{l l^{\prime}}}^{\gamma^{l}}$ denotes the MCMC sample average of the Markov chain generated by MCMC sampling procedure with $M_{l l^{\prime}}$ samples, and with the acceptance probability

$$
\alpha^{l}\left(z, z^{\prime}\right)=1 \wedge \exp \left(\Phi^{l}(z ; \delta)-\Phi^{l}\left(z^{\prime} ; \delta\right)\right), \quad z, z^{\prime} \in U
$$

for the independence sampler and the preconditioned Crank-Nicolson (pCN) sampler [18]. Let $\mathcal{E}^{L}$ denote the expectation with respect to the probability space of the

Markov chains generated in the MLMCMC sampling process. With the following sampling choices,

$$
L^{\prime}(l):=L-l, \quad \text { and } \quad M_{l l^{\prime}}:=\left(l+l^{\prime}\right)^{a} 2^{2\left(L-\left(l+l^{\prime}\right)\right)} \quad \text { for } \quad l \geq 1, l^{\prime} \geq 1
$$

we have the following estimates for the error $\mathcal{E}^{L}\left\{\left|\mathbb{E}^{\gamma^{\delta}}[\ell(s)]-E_{L}^{M L M C M C}[\ell(s)]\right|\right\}$ from [20]. The proof of these error estimates in the case of independence sampler

Table 1. Total MLMCMC error and total degrees of freedom with different sample size choices for Gaussian prior

| $a$ | $M_{l l^{\prime}}, l, l^{\prime}>1$ | $M_{l 0}=M_{0 l}$ | $M_{00}$ | Total error | Total DOFs |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $2^{2\left(L-\left(l+l^{\prime}\right)\right)}$ | $2^{2(L-l)} / L^{2}$ | $2^{2 L} / L^{4}$ | $O\left(L^{2} 2^{-L}\right)$ | $O\left(2^{d L}\right)$ |
| 2 | $\left(l+l^{\prime}\right)^{2} 2^{2\left(L-\left(l+l^{\prime}\right)\right)}$ | $2^{2(L-l)}$ | $2^{2 L} / L^{2}$ | $O\left(L \log L 2^{-L}\right)$ | $O\left(L^{2} 2^{d L}\right)$ |
| 3 | $\left(l+l^{\prime}\right)^{3} 2^{2\left(L-\left(l+l^{\prime}\right)\right)}$ | $l 2^{2(L-l)}$ | $2^{2 L} / L$ | $O\left(L^{1 / 2} 2^{-L}\right)$ | $O\left(L^{3} 2^{d L}\right)$ |
| 4 | $\left(l+l^{\prime}\right)^{4} 2^{2\left(L-\left(l+l^{\prime}\right)\right)}$ | $l^{2} 2^{2(L-l)}$ | $2^{2 L} /\left(\log L^{2}\right)$ | $O\left(\log L 2^{-L}\right)$ | $O\left(L^{4} 2^{d L}\right)$ |

follows the same lines of [20]. For the pCN sampler, if we assume that spectral gap results of Hairer et al. [18], the error estimates can be shown rigorously as in [20].
Remark 4.1. If the FE convergence rate is $O\left(2^{-t l}\right)$ for the FE mesh size $O\left(2^{-l}\right)$ for $0<t<1$ (e.g. when the solution to the forward equation only possesses the $H^{1+t}(D)$ regularity), with the MCMC sample size $M_{l l^{\prime}}=\left(l+l^{\prime}\right)^{a} 2^{2 t\left(L-l-l^{\prime}\right)}$, we get the optimal convergence rate $O\left(N^{-t / d}\right)$ for the total number of degrees of freedom $N$ (with a possible logarithmic factor).

## 5. Numerical experiments

5.1. Linear elasticity problem in the Hellinger-Reissner mixed form. We present numerical experiments that support the theoretical error estimate for the MLMCMC method developed for the Bayesian inverse problem of the forward elasticity equation in the Hellinger-Reissner mixed form. We restrict our consideration to the periodic boundary condition as this allows for a reference solution to be computed highly accurately with the spectral collocation method [19]. The reference posterior expectation is computed by the Gauss-Hermite quadrature method with 128 quadrature points. We consider the case where the Lamé parameters depend on one random variable where we can compute a highly accurate reference posterior expectation for the purpose of comparison. The MLMCMC method works equally in the general case but a highly accurate reference posterior expectation cannot be obtained by Gaussian quadratures. We first consider the Hellinger-Reissner mixed forward problem in the $(0,1) \times(0,1)$ square domain $D$ in two dimensions with the periodic boundary condition,

$$
\begin{cases}\left(\mathcal{C}^{-1} \sigma, \tau\right)-\left(\tau, \nabla^{(s)} u\right)=0 & \forall \tau \in\left[L_{2}(D)\right]^{2 \times 2}  \tag{5.1}\\ -\left(\sigma, \nabla^{(s)} v\right)=-(f, v) & \forall v \in\left[H^{1}(D)\right]^{2}\end{cases}
$$

where, with $x \in D$, the forcing $f$ is given as

$$
\left\{\begin{array}{l}
f_{1}=200 \sin \left(2 \pi x_{1}\right) \\
f_{2}=200 \sin \left(2 \pi x_{2}\right)
\end{array}\right.
$$

The random Lamé parameters depend on a random variable $z \sim N(0,1)$ as such,

$$
\left\{\begin{array}{l}
\mu=\exp \left(z \cos \left(2 \pi x_{1}\right) \sin \left(2 \pi x_{2}\right)\right)  \tag{5.2}\\
\lambda=\exp \left(z \sin \left(2 \pi x_{1}\right) \cos \left(2 \pi x_{2}\right)\right)
\end{array}\right.
$$

We consider the following observation functional,

$$
\begin{equation*}
\mathcal{G}(z)=\int_{D}\left(x_{1}^{\frac{1}{2}} \sigma_{22}+x_{2}^{\frac{1}{2}} \sigma_{11}\right) d x \tag{5.3}
\end{equation*}
$$

The quantity of interest is,

$$
\begin{equation*}
\ell(u(z))=\int_{D}\left(x_{1}^{\frac{1}{2}} \frac{\partial u_{1}}{\partial x_{1}}+x_{2}^{\frac{1}{2}} \frac{\partial u_{2}}{\partial x_{2}}\right) d x . \tag{5.4}
\end{equation*}
$$

We assume that the random noise is distributed according to $N(0,1)$. In the MLMCMC approximation, we solve the linear system by GMRES method with Schur complement preconditioner. A random realization of the forward equation is generated. With an additional randomly generated Gaussian noise we have the observation $\delta=-0.9676561$. We ran the MLMCMC with independent sampler for each Markov chain. The average absolute errors of 80 runs of MLMCMC is plotted in figure 1 and figure 2 against the finest mesh size $h_{L}$ with the constant $a=2,3$ in Table 1. The theoretical convergence rate is plotted as a reference to the numerical convergence curve. We see that the error of the MLMCMC approximation behaves as numerically predicted.
We also present the CPU time for these experiments in Table 2. We record the

Figure 1. MLMCMC error for the Hellinger-Reissner mixed form, $\mathrm{a}=2$


CPU time for MLMCMC with sample numbers from Table 1 with $a=2$ and $a=3$. To demonstrate the optimal complexity of the MLMCMC sampling method, we compare the CPU time to that required by the plain MCMC method where the forward equation is solved with high resolution level $O\left(2^{-L}\right)$ for every sample. With $M$ samples, the MCMC sample error is $O\left(M^{-1 / 2}\right)$ so to balance the MCMC sampling error and the FE $O\left(2^{-L}\right)$ error, we choose $M=2^{2 L}$ in this experiment (see, [22]).

Figure 2. MLMCMC error for the Hellinger-Reissner mixed form, $\mathrm{a}=3$


The CPU time presented in table 2 is the average CPU time of 5 independent runs. The experiments are performed on a computer with Intel Xeon E5-2620 CPU. The computational advantage of the MLMCMC method over the plain MCMC is clear. The CPU time for the plain MCMC grows so fast that it become intractable rather quickly, while the MLMCMC method's CPU time grows much slower for both cases with $a=2$ and $a=3$.
Next we present the results from MLMCMC with the preconditioned Crank-
Table 2. CPU time of MLMCMC and plain MCMC for problems in mixed form

| L | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MLMCMC CPU time for $a=2$ | 0.022 | 0.089 | 0.489 | 3.26 | 25.3 | 202 |
| MLMCMC CPU time for $a=3$ | 0.022 | 0.131 | 0.949 | 8.83 | 85.4 | 908 |
| plain MCMC CPU time | 0.013 | 0.099 | 1.77 | 41.8 | 1180 | 36000 |

Nicolson (pCN) sampler. Independence sampler is known for low acceptance rate in practice. In the following numerical experiment, independence sampler has a low acceptance rate which is less than $10 \%$. Hence we adopted the pCN sampler for each MLMCMC chain, where the proposal $\omega^{(k)}$ is generated by

$$
\omega^{(k)}=\sqrt{1-\beta^{2}} z^{(k)}+\beta \xi,
$$

with $\xi \sim N(0,1)$. We choose $\beta=0.3$. The acceptance rate of all chains in MLMCMC is raised to $40-50 \%$. We solve problem (5.1) with forcing,

$$
\left\{\begin{array}{l}
f_{1}=1000 \sin \left(2 \pi x_{1}\right), \\
f_{2}=1000 \sin \left(2 \pi x_{2}\right)
\end{array}\right.
$$

The random Lamé parameters which depend on random variable $z \sim N(0,1)$ are defined as in equation (5.2). We consider the same observation functional (5.3) and
quantity of interest (5.4). We ran the MLMCMC with pCN sampler for each Markov chain. The average MLMCMC absolute errors of 80 independent runs are plotted in figure 3 and figure 4 against the finest mesh size $h_{L}$ with the constant $a=2,3$ in Table 1. The theoretical convergence rate is plotted as a reference to the numerical convergence curve. We see that the error of the MLMCMC approximation behaves as numerically predicted.
We now present a numerical experiment for the case where the forcing $f$ depends on

Figure 3. MLMCMC error for the Hellinger-Reissner mixed form by pCN sampler, $\mathrm{a}=2$


Figure 4. MLMCMC error for the Hellinger-Reissner mixed form by pCN sampler, $a=3$


25 random variables. We consider the same problem and forcing as in equation (5.1).

Let $\left\{\phi_{n}(t)\right\}_{n=1}^{5}=\{1, \sin (2 \pi t), \cos (2 \pi t), \sin (4 \pi t), \cos (4 \pi t)\}$, we have the following expansion of $\mu$ and $\lambda$,

$$
\left\{\begin{array}{l}
\mu=\exp \left(\sum_{i=1}^{5} \sum_{j=1}^{5} c_{i j} z_{i j} \phi_{i}(x) \phi_{j}(y)\right)  \tag{5.5}\\
\lambda=\exp \left(\sum_{i=1}^{5} \sum_{j=1}^{5} c_{i j} z_{i j} \phi_{j}(x) \phi_{i}(y)\right)
\end{array}\right.
$$

where $c_{i j}$ are constants which represent the decaying rate of the power of -1.5 for the 25 coefficients as listed in table 3 ; and $z_{i j} \sim N(0,1)$. We consider the observation and quantities of interest as in equation (5.3) and equation (5.4). Due to the high dimensionality of the probability space, we are not able to get a highly accurate reference by quadrature rules for integrals. To obtain a reference value for the posterior expectation, we average several plain MCMC runs with a large number of samples, where the forward equation is solved with a highly accurate spectral collocation solver. The reference value is -0.957102 , with a noisy observation $\delta=0.592839$. With the reference value mentioned above, we perform MLMCMC for $L=1$ to 6 . The average absolute errors of 16 MLMCMC runs are listed in table 4. These indicate a clear trend of convergence which agrees with our theory.

Table 3. Constant $c_{i j}$

|  | $i=1$ | $i=2$ | $i=3$ | $i=4$ | $i=5$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $j=1$ | $1^{-1.5}$ | $2^{-1.5}$ | $4^{-1.5}$ | $7^{-1.5}$ | $11^{-1.5}$ |
| $j=2$ | $3^{-1.5}$ | $5^{-1.5}$ | $8^{-1.5}$ | $12^{-1.5}$ | $16^{-1.5}$ |
| $j=3$ | $6^{-1.5}$ | $9^{-1.5}$ | $13^{-1.5}$ | $17^{-1.5}$ | $20^{-1.5}$ |
| $j=4$ | $10^{-1.5}$ | $14^{-1.5}$ | $18^{-1.5}$ | $21^{-1.5}$ | $23^{-1.5}$ |
| $j=5$ | $15^{-1.5}$ | $19^{-1.5}$ | $22^{-1.5}$ | $24^{-1.5}$ | $25^{-1.5}$ |

Table 4. MLMCMC error for the mixed forward problem with 25 random variables

| L | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| error for $a=2$ | 0.4317 | 0.6370 | 0.4503 | 0.2040 | 0.2010 | 0.0891 |
| error for $a=3$ | 0.4317 | 0.3669 | 0.1666 | 0.1198 | 0.0708 | 0.0372 |

### 5.2. Linear elasticity problem in the Hellinger-Reissner dual mixed form.

Next we present numerical experiments that support the theoretical error estimates for Bayesian inverse problem of the Hellinger-Reissner dual mixed form of the elasticity problem with Gaussian prior. We consider the Hellinger-Reissner dual mixed forward problem in the $(0,1) \times(0,1)$ square domain $D$ in two dimensions with the periodic boundary condition,

$$
\begin{cases}\left(\mathcal{C}^{-1} \sigma, \tau\right)+(\nabla \cdot \tau, u)+(a s(\tau), \eta)=0 & \forall \tau \in H(\operatorname{div}, D)  \tag{5.6}\\ (\nabla \cdot \sigma, v)=-(f, v) & \forall v \in\left[L^{2}(D)\right]^{2} \\ (a s(\sigma), \psi)=0 & \forall \psi \in L^{2}(D) .\end{cases}
$$

With $x=\left(x_{1}, x_{2}\right) \in D$, the forcing $f$ is given as

$$
\left\{\begin{array}{l}
f_{1}=200 \sin \left(2 \pi x_{1}\right) \\
f_{2}=200 \sin \left(2 \pi x_{2}\right)
\end{array}\right.
$$

The random Lamé parameters depend on a random variable $z \sim N(0,1)$ as,

$$
\left\{\begin{array}{l}
\mu=\exp \left(z \cos \left(2 \pi x_{1}\right) \sin \left(2 \pi x_{2}\right)\right)  \tag{5.7}\\
\lambda=\exp \left(z \sin \left(2 \pi x_{1}\right) \cos \left(2 \pi x_{2}\right)\right)
\end{array}\right.
$$

We consider the following observation functional,

$$
\begin{equation*}
\mathcal{G}(z)=\int_{D}\left(x_{1}^{\frac{1}{2}} \sigma_{22}+x_{2}^{\frac{1}{2}} \sigma_{11}\right) d x \tag{5.8}
\end{equation*}
$$

The quantity of interest is,

$$
\begin{equation*}
\ell(u(z))=100 \int_{D}\left(x_{1}^{\frac{1}{2}} u_{1}+x_{2}^{\frac{1}{2}} u_{2}\right) d x \tag{5.9}
\end{equation*}
$$

We assume that the random noise is distributed according to $N(0,1)$. A random sample of $z$ and a Gaussian noise is generated by random generator. We get the observation $\delta=-1.374767$. In the MLMCMC experiment, the solution of the forward problem is approximated with PEERS element. We solve the linear system with GMRES method with Schur complement preconditioner. The MLMCMC approximation experiment is ran with independent sampler for each Markov chain. The average MLMCMC errors of 80 independent runs are plotted in figure 5 and figure 6 against the finest mesh size $h_{L}$ with the constant $a=2,3$ in table 1 . The theoretical convergence rate is plotted as a reference to the numerical convergence curve. We see that the error of the MLMCMC approximation behaves as numerically predicted.

Figure 5. MLMCMC error for the Hellinger-Reissner dual mixed form, $\mathrm{a}=2$


Figure 6. MLMCMC error for the Hellinger-Reissner dual mixed form, $\mathrm{a}=3$


We present the CPU time for the numerical experiments of the dual mixed form in table 5. CPU time for MLMCMC with sample number from table 1 with $a=2$ and $a=3$ is presented. CPU time for plain MCMC with sample number of $2^{2 L}$ is also included. From the table, the MLMCMC clearly outperforms plain MCMC in terms of computational efficiency.
Next, we present the results from MLMCMC approximation where each Markov
Table 5. CPU time of MLMCMC and plain MCMC for problems in dual mixed form

| L | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| MLMCMC CPU time for $a=2$ | 0.096 | 0.552 | 2.94 | 21.0 | 149 | 1110 |
| MLMCMC CPU time for $a=3$ | 0.105 | 0.781 | 5.90 | 49.9 | 494 | 4600 |
| plain MCMC CPU time | 0.076 | 0.629 | 10.5 | 237 | 6550 | 194000 |

chain is generated with pCN sampler. We choose $\beta=0.5$ and the acceptance rate of all chains in MLMCMC is raised to $40-50 \%$. With the same setting, we find that the independence sampler has acceptance rate less than $10 \%$. We solve problem (5.6) with the forcing,

$$
\left\{\begin{array}{l}
f_{1}=500 \sin \left(2 \pi x_{1}\right) \\
f_{2}=500 \cos \left(2 \pi x_{2}\right)
\end{array}\right.
$$

The random Lamé parameters depend on a random variable $z \sim N(0,1)$ as in equation (5.7). We consider the same observation functional (5.8) and the quantity of interest (5.9). We run the MLMCMC with pCN sampler for each Markov chain with sample sizes $M_{l l^{\prime}}=\left(l+l^{\prime}\right)^{a} 2^{2\left(L-\left(l+l^{\prime}\right)\right)}$ from table 1 for $a=2,3$. The average MLMCMC absolute errors of 80 independent runs are plotted in figure 7 and figure 8 against the finest mesh size $h_{L}$. The theoretical convergence rate is plotted
as a reference to the numerical convergence curve. We see that the error of the MLMCMC approximation behaves as numerically predicted.

Figure 7. MLMCMC error for the Hellinger-Reissner dual mixed form by pCN sampler, $\mathrm{a}=2$


Figure 8. MLMCMC error for the Hellinger-Reissner dual mixed form by pCN sampler, $\mathrm{a}=3$


## Appendix A

Before we present the proof for proposition 2.5 and proposition 2.7, we note the following inequalities whose proof can be found in [21]. For $s>0$, the following inequalities hold

$$
\begin{align*}
& \int_{-\infty}^{\infty} \exp \left(-t^{2} / 2+|t| s\right) \frac{d t}{\sqrt{2 \pi}} \leq c \exp \left(s^{2} / 2\right) \exp (s \sqrt{2 / \pi}) \\
& \int_{-\infty}^{\infty} t^{2} \exp \left(-t^{2} / 2+|t| s\right) \frac{d t}{\sqrt{2 \pi}} \leq c \exp \left(s^{2} / 2\right)\left(1+s^{2}\right)  \tag{5.10}\\
& \int_{-\infty}^{\infty}|t| \exp \left(-t^{2} / 2+|t| s\right) \frac{d t}{\sqrt{2 \pi}} \leq c \exp \left(s^{2} / 2\right)(1+s) .
\end{align*}
$$

Proof for proposition 2.5. The normalizing constant in (2.17) is

$$
\begin{equation*}
Z(\delta)=\int_{U} \exp (-\Phi(z ; \delta)) d \gamma(z) \tag{5.11}
\end{equation*}
$$

We first show that for each $r>0$, there is a positive constant $K(r)$ such that $Z(\delta) \geq K(r)$ when $|\delta|_{\Sigma} \leq r$. We note that for given data $\delta$,

$$
\forall z \in U: \quad|\Phi(z ; \delta)| \leq \frac{1}{2}\left(|\delta|_{\Sigma}+|\mathcal{G}(z)| \Sigma\right)^{2} .
$$

From (5.10), we have

$$
\begin{aligned}
& \int_{U} \Phi(z ; \delta) d \gamma(z) \\
& \leq C\left(|\delta|_{\Sigma}^{2}+\int_{U}|\delta|_{\Sigma} \exp \left(\sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right) d \gamma(z)+\int_{U} \exp \left(2 \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right) d \gamma(z)\right) \\
& <\Lambda(r)
\end{aligned}
$$

where $\Lambda(r)$ is a constant depending on $r$. For each positive constant $\Lambda$, there exists $c>0$ such that $\gamma(z \in U: \Phi(z, \delta)>c)<\Lambda / c$. Thus the measure of the set of all $z \in U$ such that $\Phi(z, \delta) \leq c$ is larger than $1-\Lambda / c$. It follows that when $|\delta|_{\Sigma} \leq r$,

$$
\begin{equation*}
Z(\delta)>(1-\Lambda / c) \exp (-c)=: K(r)>0 . \tag{5.12}
\end{equation*}
$$

Using the inequality $|\exp (x)-\exp (y)| \leq|x-y|(\exp (x)+\exp (y))$ for all $x$ and $y$, we find

$$
\begin{equation*}
\left|Z(\delta)-Z\left(\delta^{\prime}\right)\right| \leq \int_{U}\left|\Phi(z ; \delta)-\Phi\left(z ; \delta^{\prime}\right)\right| d \gamma(z) \tag{5.13}
\end{equation*}
$$

We note that for every $z \in U$,

$$
\begin{aligned}
\left|\Phi(z ; \delta)-\Phi\left(z ; \delta^{\prime}\right)\right| & \leq \frac{1}{2}\left|\left\langle\Sigma^{-1 / 2}\left(\delta+\delta^{\prime}-2 \mathcal{G}(z)\right), \Sigma^{-1 / 2}\left(\delta-\delta^{\prime}\right)\right\rangle\right| \\
& \leq \frac{1}{2}\left(|\delta|_{\Sigma}+\left|\delta^{\prime}\right|_{\Sigma}+2|\mathcal{G}|_{\Sigma}\right)\left|\delta-\delta^{\prime}\right|_{\Sigma} \\
& \leq c\left(r+\frac{d \lambda_{\max }(z)+2 \mu_{\max }(z)}{\mu_{\min }(z)}\right)\left|\delta-\delta^{\prime}\right|_{\Sigma} .
\end{aligned}
$$

Let $G(r, z)=c\left(r+\frac{d \lambda_{\max }(z)+2 \mu_{\max }(z)}{\mu_{\min }(z)}\right)$, we have

$$
\begin{equation*}
|\Phi(z ; \delta)-\Phi(z ; \delta)| \leq G(r, z)\left|\delta-\delta^{\prime}\right|_{\Sigma} \tag{5.14}
\end{equation*}
$$

Next we write the Hellinger distance as

$$
\begin{align*}
2 d_{H e l l}\left(\gamma^{\delta}, \gamma^{\delta^{\prime}}\right)^{2} & =\int_{U}\left(Z(\delta)^{-1 / 2} \exp \left(\frac{1}{2} \Phi(z ; \delta)\right)-Z\left(\delta^{\prime}\right)^{-1 / 2} \exp \left(\frac{1}{2} \Phi\left(z ; \delta^{\prime}\right)\right)\right)^{2} d \gamma(z)  \tag{5.15}\\
& \leq I_{1}+I_{2}
\end{align*}
$$

where

$$
\begin{aligned}
& I_{1}=\frac{2}{Z(\delta)} \int_{U}\left(\exp \left(-\frac{1}{2} \Phi(z ; \delta)\right)-\exp \left(-\frac{1}{2} \Phi\left(z ; \delta^{\prime}\right)\right)\right)^{2} d \gamma(z) \\
& I_{2}=2\left|Z(\delta)^{-1 / 2}-Z\left(\delta^{\prime}\right)^{-1 / 2}\right|^{2} \int_{U} \exp \left(-\Phi\left(z ; \delta^{\prime}\right)\right) d \gamma(z)
\end{aligned}
$$

With inequalities $(5.12),(5.13)$ and (5.14), we have

$$
\begin{aligned}
I_{1} & \leq K(r) \int_{U}\left|\Phi(z ; \delta)-\Phi\left(z ; \delta^{\prime}\right)\right|^{2} d \gamma(z) \\
& \leq K(r) \int_{U}(G(r, z))^{2} d \gamma(z)\left|\delta-\delta^{\prime}\right|_{\Sigma}^{2} \leq K(r)\left|\delta-\delta^{\prime}\right|_{\Sigma}^{2}
\end{aligned}
$$

Similarly, we have the same bound for $I_{2}$.

Proof for proposition 2.7. Here write the Hellinger distance as in (5.15). We first consider the bound for $I_{1}$, given data $\delta$, for every $z \in U$

$$
\begin{aligned}
\left|\exp \left(-\frac{1}{2} \Phi(z ; \delta)\right)-\exp \left(-\frac{1}{2} \Phi^{J}(z ; \delta)\right)\right| & \leq \frac{1}{2}\left|\Phi(z ; \delta)-\Phi^{J}(z ; \delta)\right| \\
& \leq C\left(2|\delta|+|\mathcal{G}(z)|+\left|\mathcal{G}^{J}(z)\right|\right)\left|\mathcal{G}(z)-\mathcal{G}^{J}(z)\right| \\
& \leq C(\delta)\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right) \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)
\end{aligned}
$$

Thus with lemma 5.10, we have

$$
I_{1} \leq C(\delta) \int_{U} \exp \left(c \sum_{j=1}^{\infty}\left|z_{j}\right| b_{j}\right)\left(\sum_{j>J}\left|z_{j}\right| b_{j}\right)^{2} d \gamma(z)
$$

Consider the right hand size of the equation, we have

$$
\begin{aligned}
& \int_{U} \exp \left(c \sum_{j=1}^{\infty}\left|z_{j}\right| b_{j}\right)\left(\sum_{j>J}\left|z_{j}\right| b_{j}\right)^{2} d \gamma(z) \\
= & \int_{U} \exp \left(c \sum_{j=1}^{\infty}\left|z_{j}\right| b_{j}\right)\left(\sum_{i, j>J} b_{i} b_{j}\left|z_{i}\right|\left|z_{j}\right|\right) d \gamma(z) \\
\leq & \sum_{i>J} b_{i}^{2} \int_{-\infty}^{\infty} \exp \left(c b_{i}\left|z_{i}\right|\right) z_{i}^{2} d \gamma_{1}\left(z_{i}\right) \prod_{\substack{k=1 \\
k \neq i}}^{\infty} \int_{-\infty}^{\infty} \exp \left(c b_{k}\left|z_{k}\right|\right) d \gamma_{1}\left(z_{k}\right) \\
& +\sum_{i, j>J} b_{i} b_{j} \int_{-\infty}^{\infty} \exp \left(c b_{i}\left|z_{i}\right|\right)\left|z_{i}\right| d \gamma_{1}\left(z_{i}\right) \cdot \int_{-\infty}^{\infty} \exp \left(c b_{j}\left|z_{j}\right|\right)\left|z_{j}\right| d \gamma_{1}\left(z_{j}\right) \\
& \cdot \prod_{\substack{k=1 \\
k \neq i, j}}^{\infty} \int_{-\infty}^{\infty} \exp \left(c b_{k}\left|z_{k}\right|\right) d \gamma_{1}\left(z_{k}\right) .
\end{aligned}
$$

With the inequalities from (5.10), we have

$$
\begin{align*}
& \quad \int_{U} \exp \left(c \sum_{j=1}^{\infty} b_{j}\left|z_{j}\right|\right)\left(\sum_{j>J} b_{j}\left|z_{j}\right|\right)^{2} d \gamma(z) \\
& \leq \\
& \leq \sum_{i>J} b_{i}^{2}\left(1+b_{i}^{2}\right) \exp \left(\sum_{k=1}^{\infty} c^{2} b_{k}^{2} / 2+c b_{k} \sqrt{2 / \pi}\right)  \tag{5.16}\\
& \quad+C \sum_{i, j>1} b_{i} b_{j}\left(1+b_{i}\right)\left(1+b_{j}\right) \exp \left(\sum_{k=1}^{\infty} c^{2} b_{k}^{2} / 2+c b_{k} \sqrt{2 / \pi}\right) \\
& \leq \\
& \leq C\left(\sum_{j>J} b_{i}\right)^{2} \leq C J^{-2 q} .
\end{align*}
$$

Conclude the estimation for both $I_{1}$ and $I_{2}$, we have

$$
d_{\text {Hell }}\left(\gamma^{\delta}, \gamma^{J, \delta}\right) \leq C(\delta) J^{-q} .
$$

## Appendix B

For completeness, we present the derivation of MLMCMC for the Gaussian prior in [20] in this appendix. We follow the setting in section 4. There is a positive constant $C$ independent of $L$ such that

$$
\begin{equation*}
\left|\mathbb{E}^{\gamma^{\delta}}[\ell(s)]-\mathbb{E}^{\gamma^{\delta}}\left[\ell\left(s^{L}\right)\right]\right| \leq C 2^{-L} . \tag{5.17}
\end{equation*}
$$

Before we derive the MLMCMC, we introduce the following indication function to deal with the unboundedness of $\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)$. We denote by

$$
I^{l}(z)=\left\{\begin{array}{lll}
1 & \text { if } & \Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta) \leq 0,  \tag{5.18}\\
0 & \text { if } & \Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)>0 .
\end{array}\right.
$$

Let $Q(z)$ be the quantity of interest. Let $Z^{l}=\int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) d \gamma(z)$. For $l \geq 1$, we have

$$
\begin{aligned}
\mathbb{E}^{\gamma^{l}} & {[Q(z)]-\mathbb{E}^{\gamma^{l-1}}[Q(z)] } \\
= & \frac{1}{Z^{l}} \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) Q(z) I^{l}(z) d \gamma(z) \\
& -\frac{1}{Z^{l-1}} \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z) d \gamma(z) \\
& +\frac{1}{Z^{l}} \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
& -\frac{1}{Z^{l-1}} \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
= & \frac{1}{Z^{l}} \int_{U}\left(\exp \left(-\Phi^{l}(z ; \delta)\right)-\exp \left(-\Phi^{l-1}(z ; \delta)\right)\right) Q(z) I^{l}(z) d \gamma(z) \\
& +\left(\frac{1}{Z^{l}}-\frac{1}{Z^{l-1}}\right) \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z) d \gamma(z) \\
& -\frac{1}{Z^{l-1}} \int_{U}\left(\exp \left(-\Phi^{l-1}(z ; \delta)\right)-\exp \left(-\Phi^{l}(z ; \delta)\right)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
& +\left(\frac{1}{Z^{l}}-\frac{1}{Z^{l-1}}\right) \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) .
\end{aligned}
$$

Let $A_{1}^{l}=\left(1-\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)\right) Q(z) I^{l}(z)$. We have

$$
\begin{aligned}
& \frac{1}{Z^{l}} \int_{U}\left(\exp \left(-\Phi^{l}(z ; \delta)\right)-\exp \left(-\Phi^{l-1}(z ; \delta)\right)\right) Q(z) I^{l}(z) d \gamma(z) \\
& =\mathbb{E}^{\gamma^{l}}\left[\left(1-\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z)\right)\right]=\mathbb{E}^{\gamma^{l}}\left[A_{1}^{l}\right] .
\end{aligned}
$$

Let $A_{2}^{l}=\left(\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)-1\right) Q(z)\left(1-I^{l}(z)\right)$. We write

$$
\begin{aligned}
& -\frac{1}{Z^{l-1}} \int_{U}\left(\exp \left(-\Phi^{l-1}(z ; \delta)\right)-\exp \left(-\Phi^{l}(z ; \delta)\right)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
& =\mathbb{E}^{\gamma^{l-1}}\left[\left(\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)-1\right) Q(z)\left(1-I^{l}(z)\right)\right]=\mathbb{E}^{\gamma^{l-1}}\left[A_{2}^{l}\right]
\end{aligned}
$$

We note that

$$
\begin{aligned}
& \frac{1}{Z^{l}}-\frac{1}{Z^{l-1}} \\
& =\frac{1}{Z^{l} Z^{l-1}} \int_{U}\left(\exp \left(-\Phi^{l-1}(z ; \delta)\right)-\exp \left(-\Phi^{l}(z ; \delta)\right)\right)\left(I^{l}(z)+1-I^{l}(z)\right) d \gamma(z) \\
& =\frac{1}{Z^{l} Z^{l-1}} \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right)\left(\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)-1\right) I^{l}(z) d \gamma(z) \\
& +\frac{1}{Z^{l} Z^{l-1}} \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right)\left(1-\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)\right)\left(1-I^{l}(z)\right) d \gamma(z) \\
& =\frac{1}{Z^{l-1}} \mathbb{E}^{\gamma^{l}}\left[\left(\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)-1\right) I^{l}(z)\right]+ \\
& +\frac{1}{Z^{l}} \mathbb{E}^{\gamma^{l-1}}\left[\left(1-\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)\right)\left(1-I^{l}(z)\right)\right]
\end{aligned}
$$

Thus

$$
\begin{aligned}
& \left(\frac{1}{Z^{l}}-\frac{1}{Z^{l-1}}\right) \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z) d \gamma(z) \\
= & \mathbb{E}^{\gamma^{l}}\left[\left(\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)-1\right) I^{l}(z)\right] . \\
& \frac{1}{Z^{l-1}} \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z) d \gamma(z) \\
& +\mathbb{E}^{\gamma^{l-1}}\left[\left(1-\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)\right)\left(1-I^{l}(z)\right)\right] . \\
& \frac{1}{Z^{l}} \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) \exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z) d \gamma(z) \\
= & \mathbb{E}^{\gamma^{l}}\left[A_{3}^{l}\right] \mathbb{E}^{\gamma^{l-1}}\left[A_{4}^{l}\right]+\mathbb{E}^{\gamma-1}\left[A_{5}^{l}\right] \mathbb{E}^{\gamma^{l}}\left[A_{6}^{l}\right],
\end{aligned}
$$

where

$$
\begin{aligned}
& A_{3}^{l}=\left(\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)-1\right) I^{l}(z) \\
& A_{4}^{l}=Q(z) I^{l}(z) \\
& A_{5}^{l}=\left(1-\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)\right)\left(1-I^{l}(z)\right) \\
& A_{6}^{l}=\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right) Q(z) I^{l}(z)
\end{aligned}
$$

Similarly, defining for $l \geq 1$

$$
A_{7}^{l}=Q(z)\left(1-I^{l}(z)\right) \text { and } A_{8}^{l}=\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right)
$$

we have

$$
\begin{aligned}
& \left(\frac{1}{Z^{l}}-\frac{1}{Z^{l-1}}\right) \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
= & \mathbb{E}^{\gamma^{l-1}}\left[\left(1-\exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right)\right)\left(1-I^{l}(z)\right)\right] \\
& \frac{1}{Z^{l}} \int_{U} \exp \left(-\Phi^{l}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
+ & \mathbb{E}^{\gamma^{l}}\left[\left(\exp \left(\Phi^{l}(z ; \delta)-\Phi^{l-1}(z ; \delta)\right)-1\right) I^{l}(z)\right] . \\
& \frac{1}{Z^{l-1}} \int_{U} \exp \left(-\Phi^{l-1}(z ; \delta)\right) \exp \left(\Phi^{l-1}(z ; \delta)-\Phi^{l}(z ; \delta)\right) Q(z)\left(1-I^{l}(z)\right) d \gamma(z) \\
= & \mathbb{E}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \mathbb{E}^{\gamma^{l}}\left[A_{7}^{l}\right]+\mathbb{E}^{\gamma^{l}}\left[A_{3}^{l}\right] \mathbb{E}^{\gamma^{l-1}}\left[A_{8}^{l}\right] .
\end{aligned}
$$

We conclude that, for every $l \geq 1$,

$$
\begin{aligned}
\mathbb{E}^{\gamma^{l}}[Q(z)]-\mathbb{E}^{\gamma^{l-1}}[Q(z)] & \\
= & \mathbb{E}^{\gamma^{l}}\left[A_{1}^{l}\right]+\mathbb{E}^{\gamma^{l-1}}\left[A_{2}^{l}\right]+\mathbb{E}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot \mathbb{E}^{\gamma^{l-1}}\left[A_{4}^{l}+A_{8}^{l}\right] \\
& +\mathbb{E}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \cdot \mathbb{E}^{\gamma^{l}}\left[A_{6}^{l}+A_{7}^{l}\right] .
\end{aligned}
$$

When $Q=\ell\left(s^{l^{\prime}}-s^{l^{\prime}-1}\right)$, we denote $A_{1}^{l}$ as $A_{1}^{l l^{\prime}}, A_{2}^{l}$ as $A_{2}^{l l^{\prime}}, A_{4}^{l}$ as $A_{4}^{l l^{\prime}}, A_{6}^{l}$ as $A_{6}^{l l^{\prime}}, A_{7}^{l}$ as $A_{7}^{l l^{\prime}}$ and $A_{8}^{l}$ as $A_{8}^{l l^{\prime}}$. In the case of $Q=\ell\left(s^{0}\right)$, we denote $A_{1}^{l}$ as $A_{1}^{l 0}, A_{2}^{l}$ as $A_{2}^{l 0}, A_{4}^{l}$ as $A_{4}^{l 0}, A_{6}^{l}$ as $A_{6}^{l 0}, A_{7}^{l}$ as $A_{7}^{l 0}$ and $A_{8}^{l}$ as $A_{8}^{l 0}$.
We therefore approximate $\mathbb{E}^{\gamma^{L}}[\ell(s(z))]$ by

$$
\begin{aligned}
& \sum_{l=1}^{L} \sum_{l^{\prime}=1}^{L^{\prime}(l)}\left[\mathbb{E}^{\gamma^{l}}\left[A_{1}^{l l^{\prime}}\right]+\mathbb{E}^{\gamma^{l-1}}\left[A_{2}^{l l^{\prime}}\right]+\mathbb{E}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot \mathbb{E}^{\gamma^{l-1}}\left[A_{4}^{l l^{\prime}}+A_{8}^{l l^{\prime}}\right]\right. \\
& \left.+\mathbb{E}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \cdot \mathbb{E}^{\gamma^{l}}\left[A_{6}^{l l^{\prime}}+A_{7}^{l l^{\prime}}\right]\right] \\
& +\sum_{l=1}^{L}\left[\mathbb{E}^{\gamma^{l}}\left[A_{1}^{l 0}\right]+\mathbb{E}^{\gamma^{l-1}}\left[A_{2}^{l 0}\right]+\mathbb{E}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot \mathbb{E}^{\gamma^{l-1}}\left[A_{4}^{l 0}+A_{8}^{l 0}\right]\right. \\
& \left.+\mathbb{E}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \cdot \mathbb{E}^{\gamma^{l}}\left[A_{6}^{l 0}+A_{7}^{l 0}\right]\right] \\
& +\sum_{l^{\prime}=1}^{L^{\prime}(0)} \mathbb{E}^{\gamma^{0}}\left[\ell\left(s^{l^{\prime}}-s^{l^{\prime}-1}\right)\right]+\mathbb{E}^{\gamma^{0}}\left[\ell\left(s^{0}\right)\right]
\end{aligned}
$$

The Multilevel Markov Chain Monte Carlo estimator is now defined by replacing the expectations in the preceding expression by finite sample MCMC averages, i.e.

$$
\begin{aligned}
& E_{L}^{M L M C M C}(\ell(s)) \\
= & \sum_{l=1}^{L} \sum_{l^{\prime}=1}^{L^{\prime}(l)}\left[E_{M_{l l^{\prime}}}^{\gamma^{l}}\left[A_{1}^{l l^{\prime}}\right]+E_{M_{l^{\prime}}}^{\gamma^{l-1}}\left[A_{2}^{l l^{\prime}}\right]+E_{M_{l l^{\prime}}}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot E_{M_{l^{\prime}}}^{\gamma^{l-1}}\left[A_{4}^{l l^{\prime}}+A_{8}^{l l^{\prime}}\right]\right. \\
& \left.+E_{M_{l^{\prime}}^{\gamma^{\prime}}}^{l-1}\left[A_{5}^{l}\right] \cdot E_{M_{l^{\prime}}}^{\gamma^{l}}\left[A_{6}^{l l^{\prime}}+A_{7}^{l l^{\prime}}\right]\right] \\
& +\sum_{l=1}^{L}\left[E_{M_{l 0}}^{\gamma^{l}}\left[A_{1}^{l 0}\right]+E_{M_{l 0}}^{\gamma^{l-1}}\left[A_{2}^{l 0}\right]+E_{M_{l 0}}^{\gamma^{l}}\left[A_{3}^{l}\right] \cdot E_{M_{l 0}}^{\gamma^{l-1}}\left[A_{4}^{l 0}+A_{8}^{l 0}\right]\right. \\
& \left.+E_{M_{l 0}}^{\gamma^{l-1}}\left[A_{5}^{l}\right] \cdot E_{M_{l 0}}^{\gamma^{l}}\left[A_{6}^{l 0}+A_{7}^{l 0}\right]\right] \\
& +\sum_{l^{\prime}=1}^{L^{\prime}(0)} E_{M_{0 l^{\prime}}}^{\gamma^{0}}\left[\ell\left(s^{l^{\prime}}-s^{l^{\prime}-1}\right)\right]+E_{M_{00}}^{0^{0}}\left[\ell\left(s^{0}\right)\right]
\end{aligned}
$$

where $E_{M_{l \prime^{\prime}}}^{\gamma^{l}}$ denotes the $M_{l l^{\prime}}$ sample average of the MCMC chain. As the FE error estimate of the forward equation is Gaussian integrable, we derive the same error estimate for the MLMCMC estimator as in Table 1, following the procedure in [20].
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