o Pug,

Pure and A}J}J[ied Functional Anu[ysis @;ﬁ Yokohama Puolishers

Volume 8, Number 2, 2023, 503-517 Aol /SSN 2189-3764_ ONLINE JOURNAL
’ ’ ’ Singe |99 N
© Copyright 2023

Y ok%

WEIGHTED STATISTICAL APPROXIMATION PROPERTIES OF
JAIN-MARKOV OPERATORS

OGUN DOGRU

Dedicated to Professor Ronald A. DeVore on the occasion of his 80 th birthday, with high esteem.

ABSTRACT. The present paper deals with the weighted statistical approximation
processes of the Jain-Markov operators and their bivariate extension.

1. INTRODUCTION

There are many sequences of linear positive operators in literature that their
Korovkin type approximation properties are investigated (see [6] for details).

The main aim of this study is to analyze the statistical approximation behavior
of the Jain-Markov operators and their bivariate modification on some weighted
spaces.

In [34], G. C. Jain introduced the following approximating operator for n € Ny :=
{0}UN

(1.1) Pr[f](f;x) = ng(k,nx)f <%> , fe€C[0,00)
k=0

where wg(k,nx) is known as Poisson type distribution defined as follows:
wg(k,nz) = nx(nx + kB)F—te= (e +kB) Jkt | e Ny and 8 € [0,1).

So, the operators (1.1) are called as Jain operators.
Jain( [34], Lemma 1) showed that

Z wg(k,a) =1
k=0

for 0 < a < oo and S € [0,1).
Let us denote the monomials e,(z) = z", r € Ny. First three monomials are also
called as Korovkin test functions.

The following identities for first three monomials of P,Lﬁ ] \were obtained by Jain
[34]:

(1.2) PPl(eg;z) =1,
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(1.3) PPl ey;a) =

1-8

z? x
(1.4) PPl(ey; ) = e + W= B

Third and fourth monomials were given by Gupta and Greubel ( [29], Lemma 1)
as follows:

Bl oy T 32 28+ 1)z
e Frlenis) = 0 gp * nii— gy P Ri - pp
16) PPeya)= 6 88+ 722 (682 +88 + 1)z

R e I (i) LS (e L
In order to obtain Korovkin type approximation results of the Jain operators, we
should write f3,, instead of § which is satisfies the following condition

lim 3,, = 0.

Some degrees of local statistical approximation of the operators P7[{3 ]( f;z) to the
function f by means of the moduli of smoothness are investigated by Agratini [4].
Agratini also obtained remarkable results on a compact interval for the statistical

]

convergence of the sequence PT[Lﬁ nunder the condition

st —lim 3, = 0.

Some useful results on the asymptotic behavior of the Jain operators are also
given by Abel and Agratini [1].
Many well-known positive linear operators preserve the monomials ey and e;.But

we see that the Jain operators P,[{B } (f;x) do not preserve the monomial e;. Therefore,
in [14], we introduced the following variant of Jain operators jointly with Mohapatra
and Orkcii:

(1.7 D (i) = S wslumus ) (5. f € Clooc ).
k=0

where
ug(z) :=z(1—-p), >0
and

wg(k, nug(x)) = nug(z)(nug(x) + kB)Fte~Mus@+kB) k1 | e Ny, B € [0,1).

From the Lemma 2.1 in [14], for the operators DY ]( f;x), we have the following
identities

(1.8) DPeg;z) =1,
(1.9) DIy z) = x,
(1.10) D¥l(eg; ) = 2% + <

n(l-p)>
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After simple calculations, we can also write

B (e 2) — o 4 ST 28+ Lz
(1.11) Dy (es;x) = ° + n(1— )2 T n2(1 — p)4
and
B,y _ 4, 627 88+ 7)z*  (68°+85+ 1)z
(1.12) Dy (es; ) = 2” + n(l— B)2 T n2(1 — B)A n3(1 — B)8

Positive linear operators that preserving first and second monomials are also
called as Markov type. So, because of (1.8) and (1.9), the operators D,[F] may be

called as Jain-Markov operators.

Notice that, if we choose = 0, then the operators PT[LO} and DL? | reduce to the
classical Szdsz-Mirakyan operators [40], [37].

In this study, for abbreviation, we set

(1.13) b o(x) = PYP((er(t) — ea ()" )
and
(1.14) U o) = D ((er(t) — e (2))*; 2),

the k—th order central moments of the P,LB ] and D%ﬁ ] respectively.

2. THE CONCEPT OF STATISTICAL CONVERGENCE

At this point, let us recall some notations and definitions on the concept of
statistical convergence.

Let K be a subset of N, the set of all natural numbers. The density of K is
defined by

§ () =Tim > X (K
k=1

provided the limits exists, where Xz is the characteristic function of K.This means
that

1
0 (K) = lim— {the number k <n: ke K}.
nn
A sequence x := (x}) is statistically convergent to a number L if, for every £ > 0,

0{keN:|zp—L| >e}=0
[17] (see also [20]). For instance,

5(N):1,5{2k:k€N}:%and&{k:Q:kzeN}:O.

Notice that any convergent sequence is statistically convergent but not conversely.
For example, the sequence

1/1, n—m2,
! = 7]2’/ == 1 2 coe
k { 1;2, n;émQ ( ’ 73, )

is statistically convergent to Ls but not convergent in ordinary sense when L #
Lo.
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Let A := (ank),n,k = 1,2,.., be an infinite summability matrix. For a given
sequence x := (), the A—transform of z, denoted by Az := ((Ax)y), is given
by (Az)n = Y pey @nkTk, provided by the series converges for each n. A is said
to be regular if lim, (Az), = L whenever limz = L [30].Assume that A is non-
negative regular summability matrix, then x is a A—statistically convergent to the
number L if for every ¢ > 0, lim, Zk:lwk_L\Ze ante = 0. In this case we denote
sta—limz = L [18], [21], [35], [36]. The case in which A is the Cesdro matrix of order
one, reduces to the statistical convergence [17], [20], [22]. Also if A is the identity
matrix, then it reduces to the ordinary convergence. So if lim,, maxg{a,;} = 0,then
A—statistically convergence is stronger than ordinary means [35].

3. KOROVKIN TYPE WEIGHTED STATISTICAL APPROXIMATION THEOREMS

There are some Korovkin type statistical approximating theorems for the se-
quence of positive linear operators.

In approximation theory by linear positive operators, the concept of statistical
convergence for f € C[a, b] endowed with the usual norm

1/ llcpay = max |f(z)]

a<z<b

has been examined for the first time by Gadjiev and Orhan [23].

Theorem A ([23]). If the sequence of positive linear operators

L, : Cpra,b] — Ca, b

satisfies the conditions

st — liylgn [Ln(ev) = evllcpay = 0, for v =0,1,2,

then, for any function f € Cyyla,b], we have

st — hrILn HLn(f) - f“C[a,b} = 0.

Notice that, the space of all functions f which are continuous in [a, b] and bounded
all positive axis is denoted by Ciy [a,d].

We recall that Theorem A is given for statistical convergence but the proof also
works for A—statistical convergence. (See [23], [15]).

We see that Theorem A works for finite intervals. But if we consider the approx-
imation on infinite intervals, then we need weighted Korovkin theorems.

It is known that, Korovkin type theorems, related to weighted spaces, were given
by Gadjiev [24] and [25].

Before giving these theorems, let us recall the following spaces and norm:

B,(R) = {f:R — R]| a constant My depending on f exists
such that [f| < Mgp},

C,(R) ={f € B,(R)| f continuous on R},
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endowed with the norm:

1£1l, = sup L)

20> ()
In ([16], Theorem 3) Duman and Orhan proved the following weighted Korovkin
type theorem via A—statistical convergence:

Theorem B ([16]). Let A = (ank) be a nonnegative reqular summability matriz
and pi(x) and py(x) be weight functions satisfying

p1(z) _
jz[—o0 po()

Assume that Ly is a sequence of linear positive operators acting from C, to B,,.
Then for all f € C, ,

sta—lim [|La(f ) — fll,, =0

if and only if
sta — li7rln | Ln(F,) — Fl,||p1 =0,

where F,(z) = 2@, =0, 1,2.

1+z2
By choosing the pair of weight functions
(3.1) po(x) =1+2%, py(z) = 1+ 2>, z € Ry = [0,00)

with the help of Theorem B, we indicated the following Korovkin type theorem
jointly with Agratini ( [3], Corollary 3.1):

Theorem C ([3]). Assume that L, is a sequence of linear positive operators acting
from Cy (Ry) to Cp, (Ry), A >0, one has
st — hyrln HLn(f ) - f”p)\ = 07 f € CPO(RJr)?

if and only if
st —lim|[Ly(ey) — ey, =0, v=0,1,2.
n 0

So, we can give the first result of this section as follows:
Theorem 3.1. Let the sequence 0 < 3, < 1 be given such that
(3.2) st —lim g3, = 0.

n

Let the operators P e defined as in (1.1). Then, under the definitions in (3.1),
for each f € C, (Ry), one has

(3.3) ﬁ—mnW%ﬂu)—fp —0,
n A
where A > 0.
Proof. From (1.2), it is clear that
st — liTILn PT[F"](eO) —eo|| =0.

Po
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From the expressions in (1.2) and (1.3), we have

PP e () = erfo) = 12
and from (1.4), we obtain
2
Py t)) — = .
20 =) == g =5,
Since
x x2
and
po(z) po(z)
are bounded, then we get
st — lim Rgﬁ”}(ei) —eill =0,fori=1,2.
n Po
So, in the light of Theorem C, we have (3.3) immediately. O

Theorem 3.2. Let the operators DL’B”] be defined as in (1.7). Then, under the
definitions in (3.1), for each f € C, (Ry), one has

(3.4) st — lim HDLﬁn](f y— 7l =o,

Px
where A > 0. Where the sequence the sequence 0 < B, < 1 has the condition in

(3.2).

Proof. From the expressions in (1.8) and (1.9), we have

st — lim
n

=0,i=0,1.

Po

‘Dgﬁ”] (€i) — e

And from (1.10), we obtain

(85] _
Dy (ea(t)) — ea(x) = W

Since

po()
is bounded, then we get

= 0.
Po

So, in the light of Theorem C, we have (3.4) immediately. O

’DL'B"](@) — ey

st — lim
n

Remark 3.3. If we take
(3.5) sta —lim B, =0,

instead of the condition (3.2) then these theorems are valid for A-—statistically
convergence.
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4. WEIGHTED MODULUS OF CONTINUITIES

Let f € C(I), the first and second order classical modulus of continuities denoted
by w(f;9) and wa(f;0) are defined as

w(f;d) =sup{|f(t) — f(z)];t,z € I, |t — 2| < 4}
and
wa(f;0) =sup{[f(z +h) —2f(z) + f(x —h)[;zF h €1, |n] <0}

respectively, where [ is a compact finite interval.

Remarkable properties about these type of modulus of continuities can be found
in [11].

In order to obtain rate of weighted approximation of the positive linear operators
defined on infinite intervals, various weighted modulus of continuities are introduced.
Some of them include term h in the denominator of the supremum expression. In
the chronological order, let us refer to some related papers as [2], [19], [8], [27], [12],
38], [26], [31]

The weighted modulus defined in [2], in order to obtain weighted approximation
properties of Szasz-Mirakyan operators on R .

Jointly with Gadjieva [27], we introduced the following modulus of continuity:

o [zt h)— f(2)]
1) Wfo) = s TRt a2)

There are some studies including rates of weighted approximation with the help of
Q(f;9). (see, for instance, [5], [10] [13], [32] and [33]).
And then in [12], we defined the following modulus of continuity:

o o W) - S
(42) wp(fv 6) - 0§:p,|}IL)|§6 P(x + h)

where p(x) > max(1, ).

In [12], we introduced a generalization of the Gadjiev-Ibragimov operators which
includes many well-known operators and obtain its rate of weighted convergence
with the help of w,(f;d) defined in (4.2).

In [38], Moreno introduced another type of modulus of continuity in (4.2) as
follows

Gy = sy MEEW—IG@I
o<z lhj<s 1+ (z+h)

In [26], Gadjiev and Aral defined the following modulus of continuity:

S 5(0) — 1)
I kot -so<s TP = @+ 1) 70

where p(0) = 1 and inf;>0 p(x) > 1.
It is obvious that by choosing o = 2, in the definition of Qu(f;0), then we obtain
Q2(f;6) = wp, (f;6) for py(x) = 14+ defined as in (3.1), and if we choose o = 2+ \
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in the definition of Q,(f;d), then we obtain

O (£ 8 — |f(z+h) — f(z)|
Qp/\(f,fs) _ogi}\l}ﬂgé 1+ (z + h)2H>

(see [3]).
Finally, in [31], Holhos defined a more general weighted modulus of continuity as
) —
T P 4 i ]
0<a<ylp(y)—p(@)<s P(T) + p(y)
such that, for ¢(x) = x, this modulus of continuity is equivalent to Q(f;J) defined
n (4.1).

Also, let CS(R) be the subspace of all functions in C,(R) such that lim,_ ﬁ(—;)

—

exists finitely.
5. WEIGHTED STATISTICAL RATE OF CONVERGENCE OF P,[f ] AND DLm

In the light of the definitions in Section 4, we can give the following theorems:

Theorem 5.1. Let Pf[f](f;a:) be the Jain operators defined in (1.1). Then for each
f€CY (Ry) and py(z) = (po(x)) T, A > 1 we have

P (fi0) - f(@)

(5.1) EXES <2 (1 T _75)2 toa i ﬁ)?’) Wpo (f300(B))
where

1 ) 1
(5.2) on(B) = 1_ 5 g+ n(l—pB)

and wp, (f;9) is the modulus of continuity defined by (4.2) .
Proof. By using the properties of w,, (f;d),(see [38] ), we can write

63 0=l 0+ o) (1) w0

By applying the operators Pibﬁ I'to (5.3) and using the (1.2), positivity and linearity
of PJZB } and Cauchy-Schwarz inequality then we obtain

P (fia)—f(x)
(5.4) | NG ‘ (14 422 + 20P (x5 2) + PV (e5; 2))
< 22C) )wWUﬁ»

X

Where, as indicated above, ¢,, 5() is the second central moment of P[ﬁ ! defined in
(1.13).
Using the identities (1.2), (1.3) and (1.4) in (1.13), we have

2
(55) bnate) =2 (125) + o
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On the other hand, since 5 € [0, 1), after simple calculations, we get

2 Bl . Bl .
(5.6) (14 4x* 4 22 Py '(e1;x) + Py '(e2; x)) < (1+ 7 . 1 3)
po() 1-=5)2 n(-75)
and
\/ Pn, 2 1
(5.7) \/ 1 - W= B)
immediately. Since ,0)\( ) = po( by choosing § = §,(f) as in (5.2) and
using (5.6) and (5.7) in (5.4), we have (5 1) which gives the proof. O

Similarly to this result, let us give following theorem.

Theorem 5.2. Let DLB](f;w) be the Jain-Markov operators defined in (1.7). Then
for each f € Cgo (Ry) and py(z) = (po(x)) A, A > 1 we have

y D(fi2) - f(@)] a (s 1 .
(5.8) 7 () < < +n(1—5)2> Woo (f56n(B))
where

1
(5.9) on(B) = n(i— B2

and wp, (f;6) is the modulus of continuity defined by (4.2) .
Proof. If we use the identities (1.8), (1.9) and (1.10) in (1.14) then we have
x
1 -
(5 O) wn,Q(‘T) n(l — 5)2
From (1.9), (1.10) and (5.10), we have

(14 422 +2:ED[6](61;1:)+D,[16](62;:U)) < 1 >
4+ -
pol) =Pt aa—ap
and

(5.12) < i

By using inequalities (5.11) and (5 12) in the followmg
DY (fi2)f ()|

(5.11)

S < (14 42?4 20D (er;w) + DY (e0s )
x (@ + 1) W, (f39),
and choosing 6 = 0,,(53) as in (5.9) we have desired result. O

Now, using Theorem 5.1 and Theorem 5.2, under the condition (3.2) let us give the
following results including the weighted rate of statistical convergence of PJLB nl (f;x)
to f(x) and DLB"](f;:E) to f(x) respectively by means of w, (f;d.(5,))-
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Corollary 5.3. Let PJLB”](f; x) be the Jain operators defined in (1.1) for p = 3,, sat-
isfying the condition (3.2). Then for each f € C)(Ry) and py(z) = (po(x))1 T2, A >
1 we have

| PP = 1)

where

7 1
pa(2) =2 <1 " (1 - /Bn)2 " n(l - Bn)g

1 1
dn 24
and wp, (f;0n(B,,)) is the modulus of contmuity deﬁned by (4.2)

Proof. 1f we choose = [3,, satisfying the condition (3.2) in the Theorem 5.1, the
proof is obvious. 0

JERGLACS)

Corollary 5.4. Let D%gn](f;:[:) be the Jain-Markov operators defined in (1.7) for
B = B, satisfying the condition (3.2). Then for each f € C’g(R.ﬁ and py(z) =
(po(2)) A, A > 1 we have

[ Dk s - ) 1

() =2 (8 T n(l_ﬁ)2> wﬂo(f;én(ﬁn))

1
on(Bn) = m

and wp, (f;0n(B,,)) is the modulus of continuity defined by (4.2)

Remark 5.5. Notice that, under the condition (3.2), since
st —limd,(8,) =0,
n

where

Corollary 5.1 and Corollary 5.2 give us a weighted uniform rate of statistical con-
vergence of P7[L’8”](f;m) to f(z) and DL’B”}(f; z) to f(x) by means of w, (f;dn(8,))-

6. CONSTRUCTION OF BIVARIATE OPERATORS

n [39], using the technique of Barbosu [9], we introduced a bivariate extension
of the classical Jain operators and investigated some approximation properties of it
for f € C(I?), on a compact subinterval I C R,.

Firstly, using the technique of Barbosu [9], we define the parametric extensions
of the operator (1.7) for 3,7 € [0,1) as follows:

(6.1) DT[ZE] (fiz,y) Zwﬁ (k,nug(x))f (k )
and
(6.2) DMy (fix,y) = wal maty (y f( l).

Using these extensions, let us construct a bivariate extension of the Jain-Markov
operators defined by (1.7) as follows:
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(6.3) DL; (fiz,y) = kz_();wg (k, nug(x))w~ (I, muy(y)) f <n’m> .
Then we have
(6.4)

DI (fi2,y) = DY (F;,y) DI (fi2,y) = DM (f52,9) DY (fi2,y) .

Lemma 6.1. The bivariate operator in (6.3) satisfies the following equalities:

DY (pL(#);2,y) =0,

(6.5)
DI (01(s);2,y) =0,
n,m ((py(s)a‘ryy) - m(l—’ym)Q’
(B Y] . 6ﬁ2+8ﬂ +D)z
(6.7) Drii™ (ee(t)ie,y) = (185 7t - /3 ot w1 A

noYm X 6 m 8 m 1
D%fm’y ] (@3(8),$,y) - m(187y'y )2 + (32’7 DE T s aj'Ym—;6) ’

where ¢, (v) := (v —u)".

Proof. Using (1.8)-(1.12), after some computations, we obtain desired results. [J

7. WEIGHTED BIVARIATE MODULUS OF CONTINUITIES

Some popular definitions of bivariate modulus of continuities can be found in [7].
Let B,(IR?%) be the space of all functions f(z,y) satisfying the property

[f(z,y)| < My p(z,y),

where My is a positive constant depending only on f and p(z,y) =1+ z2 + 2.
Let C,(IR2) be the subspace of B,(IR?) of all continuous functions endowed with
the norm:

Ifll, = sup

Let Cg(]R%r) be the subspace of C,(R?) satisfying

Vv x2+y2—oco p(a:,y)
exists finitely.

In [33], Ispir and Atakut also introduced the bivariate version of the weighted
modulus of continuity defined in (4.1) as follows:

(7.1) Q,(f;61,02) = sup sup |f(@+ki,y+ k2) — f(z,y)
(,y)€R2. k1| <61, k2| <62 p(z,y)p(k1, k2)
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From (7.1), we have

(7.2) Qu(f;p101,p202) < A(1 + p1)(1 + p2) (1 + 03) (1 + 63)Q,(f; 61, 52)
for p1,p2 > 0.

8. WEIGHTED APPROXIMATION OF D (f,gc Y)

Recently, in [28], Gark et.al. obtained rate of weighted approximation for Kan-
torovich variant of a combination of Bernstein—Chlodowsky and Szasz type bivariate
operators by means of Q,(f;d1,d2).

Since p(z,y) = 1 + 22 + y?,we can write

(8.1) flts) = fly) < A+ +yH)A+(E—2)) (A + (s —y)?)
' xQp(f5lt — x|, [s —y|).

The proof of Theorem 1 in [28], shows that, the rate of weighted convergence for
Barbosu type bivariate positive linear operators Ly, ,,,(f; x,y) by means of Q,(f;6n,dm)
can be obtain from the following;:

Ly (fi2,y) = f(2,y)] < 4(1+ 2% +37)
x[1+ 5V Lo (G20 ,9) + Lom(@2(0);2.9)
3 Lan 202, 9 L (P2 D 2,1) |

8.2
( ) |:1+ \/an gpy(s),ﬂf,y) +an(()0y( ) y)
RRRN TR wznm eils)i.y)]
XQ (f 6n75 )(1+52 1+
(see [28]).

Lemma 8.1. For the bivariate operator in (6.3), for

(8.3) 0 = n(1_1,3n)2

we have

(8.4) D (G2 (1) 2, y) = an

and

(8.5) Dl (pr();2,y) < 15(an + a2 +al)(z + 2 + 2%).

Proof. If we use (8.3) in (6.6), then we have (8.4) immediately. On the other hand,
using (8.3) in (6.7), we have
Dgﬁ"’%”} (pa);z,y) = 8z%a, + 322 + 15zal
(an + a2 + a3)(8x3 + 32° + 15x)
15(an + a2 + a3)(2® 4 2° + 2).



APPROXIMATION PROPERTIES OF JAIN-MARKOV OPERATORS 515

Lemma 8.2. For the bivariate operator in (6.3), for

1
(8.6) bp=—"3
m (1 - 7m)
we have
(8.7) D (02 (s)s 2, ) = ybim
and
(8.8) DL ?n"ym] (4,0 (s);x y) < 15(by, + b2 +03 )(y+y2 +y3).

Since the proof is similar to the proof of previous lemma, we will omit it.

Theorem 8.3. If f € CO(R2 ), then for the bivariate operator in (6.3) we have

59 (Dw"’”"] (fiz,y) — fz,y)
| (en)eR (@)

< CQ(f5 v/ans Vo),

where the sequence (a,) and (by,) as in the (8.3) and (8.6) respectively.

Proof. If we apply the bivariate operator in (6.3) to the inequality (8.2), then we
have

\D[‘*Mm] (fr.) = Fla.y)| <401 +a 4 42)
[t gDl i + Dl gy
+ﬁ\/ DI (@2 (0)s,y)y DR (04 1) 2 y)]
X [1 + 5 \/ngvm](ﬁ(s);x’y) + Dqgﬁ,%’ym}(@g(s);x,y)

m’y \/D[Bni’%n](wy :U y \/D[Bn»'%n ((Pg(s)?x7 y):|
XQP(f? 571713”7 mﬁ/m)( + 6717[-3”)(1 * 672717’Ym)'

By using Lemma 8.1, Lemma 8.2 and (8.2), we can write

DB (f32,) = fla )| < 401+ 22 +42)

X |1+ /T + anz + /2\/15(an, + a2 + a3 ) (23 + 22 + )
X |1+ /Y + bpy + /Y15 (b + b2, + 63,) (3 + y% + )
X (f5 v/, Vo ) (1 4 an ) (1 + by).

Since a, > 0 and lim, a,, = 0, there exists a positive number c¢,such that a, < c.
Again for the same reason there exists a positive number d,such that b, < d. Using
these and dividing two hand side of (8.11) by (p(z,y))* = (1 + 2% + y?)3, we obtain

(8.10)

(8.11)

| D™ ()~ )|
(8.12) (p(z,y))3

<4(1+1+c+/15(c+ 2+ 3))
x(1+1+4d++/15(d + d? + d?))
XQ(f; /an, Vbm) (1 + ¢)(1 + d).
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If

Ci=4(1+1+c+/15(c+ 2+ SN+ 1+d+/15(d+d? + d3))(1+c)(1 +d)
is substituted in (8.12), the proof is completed. O

Remark 8.4. Since lim, a, = 0 and lim,, b, = 0, Theorem 8.1 gives the rate

of weighted convergence of D,[;B ,’;{Vm} (f;z,y) to the function f(z,y) by means of

Qo (f; Van, Vom)-

Remark 8.5. If st — lim,, 8,, = st — lim,;, 7,,, = 0 then Theorem 8.1 gives the rate

of weighted statistical convergence of D%B ;%fm] (f;x,y) to the function f(z,y) by

means of Q,(f;\/an, Vbm).
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