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ERROR ANALYSIS FOR THE IMPLICIT EULER
DISCRETIZATION OF AFFINE OPTIMAL CONTROL
PROBLEMS WITH INDEX TWO DAES
BJORN MARTENS AND CHRISTOPHER SCHNEIDER

ABSTRACT. In this paper, we investigate the implicit Euler discretization of op-
timal control problems subject to index two differential algebraic equations and
derive error estimates between the continuous and discrete solution. Herein, the
cost functional and the dynamic are nonlinear with respect to the differential
state and linear with respect to the algebraic state and control. Thus, classic
second order sufficient conditions are not satisfied and the optimal control is dis-
continuous, i.e., convergence in the Lo,-norm cannot be expected. Furthermore,
there is a discrepancy between the continuous and discrete necessary conditions.
In order to derive first order error estimates with respect to the Li-norm, we
take the following steps: First, we derive discrete optimality conditions, which
are consistent with the continuous necessary conditions. Then, using a growth
property for the switching function at its zeros and a lower bound condition for
the second derivatives of the Hamilton function, we show that the continuous
KKT-conditions are strongly metrically sub-regular. Next, we prove that the
discretized problem has a solution, which can get arbitrarily close to the continu-
ous solution for decreasing mesh size. Finally, we estimate the discrete residuals
in order to obtain convergence order of one in the Li-norm. We conclude the
paper with an illustrative example, which numerically confirms the theoretical
findings of the paper.

1. INTRODUCTION

Research in direct discretization methods and their convergence properties is an
important task in the area of optimal control, because discretization techniques
like the Euler method offer a user-friendly way to approximately solve the infinite
dimensional control problems by assigning them to discretized, finite dimensional
optimization problems (see, e.g., Betts [9], Kraft [21], and von Stryk [40]). By doing
so, naturally the following questions emerge:

(i) Do the discretized problems have solutions?
(ii) How accurate are those solutions, i.e., how far are they from the minimizers
of the continuous-time control problem?
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The aim of this paper is to address both questions for a general class of nonlinear
optimal control problems governed by index two differential algebraic equations
(DAEs) where controls appear linearly and are box-constrained. Optimal control
problems subject to DAEs can be seen as an extension to the classical case, where
the dynamics of the control problem are given by ordinary differential equations
(ODEs). Such problems arise, e.g., in mechanical engineering, path planning or
process engineering. As reference for this topic, we point to the textbooks of Kunkel
and Mehrmann [22] and Gerdts [18]. Due to the fact that the studied control
problems are control-affine, they give rise to discontinuous optimal controls of bang-
bang or bang-singular type. In this paper, we focus on the bang-bang case, which
can be assured by certain typical assumptions on the problem data.

The discretization of nonlinear optimal control problems subject to ODEs to-
gether with its convergence analysis is well-studied for the case that the optimal
control is sufficiently smooth, see, e.g., Dontchev et al [12,14, 15] and Malanowski
et al [23]. We also refer the reader to Troltzsch [37] and the papers cited therein for
similar results on control problems governed by PDEs. Very recently, Martens and
Gerdts [24-26,28] were able to transfer those results to control problems subject to
index one and index two DAEs, respectively.

Usually, second-order optimality conditions are used for the error analysis of dis-
cretizations. Due to the lack of such conditions for bang-bang and bang-singular
controls, initially only a few papers studied the discretization of control-affine prob-
lems, see, e.g., Alt and Mackenroth [4] and Veliov [38]. The development of new
second-order optimality conditions for control-affine problems by Agrachev et al [1],
Felgenhauer [17], and Osmolovskii and Maurer [29-31] supported the achievement of
new discretization results. Alt et al [2,6,7] and Seydenschwanz [36] used these new
second-order conditions to obtain error estimates for the discretization of linear-
quadratic control problems with bang-bang solutions. While in [2], the explicit
Euler method has been applied, [7,36] used the implicit midpoint rule and [6] used
the implicit Euler method. Again, by also using the implicit Euler scheme, Martens
and Gerdts [27] were able to transfer those results to the case of linear-quadratic
DAE control problems. Alt and Schneider [5] and Schneider and Wachsmuth [35]
obtained error estimates for the discretization of linear-quadratic ODE control prob-
lems with additional Li-sparsity terms in the cost functional. Veliov [39] obtained
error estimates for convex control problems of Mayer type with controls appearing
linearly by using Runge-Kutta methods of at least third order local consistency.
In Haunschmied et al [20], these results have been extended by using the stability
concept of strong bi-metric regularity. Pietrus et al [33] study higher order dis-
cretization schemes for Mayer type problems based on second order Volterra-Fliess
approximations, see also Scarinci and Veliov [34].

Most recently, Alt et al [3] prove convergence of order one w.r.t. the mesh size of
the discretization for a general class of control-affine problems in Mayer form. Under
slightly weaker assumptions, Osmolovskii and Veliov [32] prove a similar result for
control-affine problems in Lagrange form, where they make use of a stability concept
called strong metric sub-regularity (SMsR).

In the present paper, we combine ideas of [26] (discrete index reduction for DAESs),
[3] (existence of discrete local solutions), and [32] (SMsR), to also prove convergence
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of order one for a general class of nonlinear control-affine problems governed by
DAEs. We chose to analyze problems with index two DAEs for the following reasons:

(i) Problems with index one DAEs can be treated similarly to problems with
explicit ODEs. In the cases, where the index of the DAE is two or higher, a
discrepancy between the continuous and discrete necessary conditions occurs
(compare Section 2.2).

(ii) For the implicit Euler method the algebraic state does not converge on the
first step, if the index is three or higher. In this case, discretization schemes
of higher order are required in order to obtain error estimates of order one
(cf. Brenan et al [10]).

Therefore, we consider the index two case, where the difficulty for optimal control
problems with DAEs arises and we can still apply the implicit Euler scheme.

This paper is structured as follows: In Section 2, we present the considered DAE
control problem, its implicit discretization, and a comparison of the continuous and
discrete optimality conditions. In Section 3, we introduce the assumptions we make
throughout this paper and state the main result (Theorem 3.4). We prove strong
metric sub-regularity (compare Definition 4.1) for the continuous KKT-conditions
in Section 4 (Theorem 4.2). Then, in Section 5, we show that for a sufficiently small
mesh-size, the distance between a local solution of the discretized problem with
multipliers solving the alternative discrete necessary conditions (2.22)—(2.25) and
a continuous KKT-point can be made arbitrarily small (Theorem 5.3). Using the
results of Section 4 and Section 5, we are able to prove Theorem 3.4 in Section 6. An
example, which numerically confirms the theoretical results of the previous sections,
is presented in Section 7.

Notations. Throughout this paper, the n-dimensional Euclidean space with the
norm | - | is denoted by R™. The space of n x m-matrices A is equipped with the
spectral norm ||A]l. We use I',T'1,T'9,... € R for generic, non-negative constants.
For a metric or normed space X, we define by Bx (w;v) the closed ball with radius
v > 0 and center w € X w.r.t. the metric or norm of X. Moreover, for a closed ball
in, e.g., R, we omit the dimension and just write Bg (w;v). A set-valued mapping
for spaces X,Y is denoted by F: X = Y. For a € [1,00] and vector functions
w: [0,1] — R", we introduce the Banach spaces

L ... space of equivalence classes, which consist of measurable functions
that are bounded in the norm || - |4,
Wi, ... Sobolev space of absolutely continuous functions
that are bounded in the norm || - ||1,q,
BV™ ... space of functions that are of bounded variation,
BV® ... space of absolutely continuous functions with first derivative in BV",
with the norms
1 >
[wllg == /\w(t)!a dt] .  aello0), [w]| o := ess sup [w(t)],
5 te(0,1]

AL ,
[wllyo = (lwlly +l[w@lly)e, @ ell,o00), [wlly oo = llwlloo + 1]l »
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T2
and the total variation of w on [, 7] C [0,1], 71 < 72 is denoted by \/ w.
T1
When it comes to the discretization of control problems, we associate discrete

sequences (w;);_q ny CR" for N €N, h = %, and « € [1, 00] with the spaces

(1.1) Ly, C Ly ... space of functions that are piecewise
constant on (t;_1,t;] fori=1,... N,

(12)  wi,,cW{, ... space of functions that are continuous and
piecewise linear on (t;—1,¢;] fori=1,..., N.

Furthermore, to simplify notation, we often use the abbreviation F' [t] for func-
tions of type F' (w(t)) (usually evaluated at an optimal solution or KKT-point).

2. THE CONTINUOUS PROBLEM AND ITS DISCRETIZATION

In this section, we formulate the DAE optimal control problem that is analyzed
throughout the paper. We then use the implicit Euler scheme to obtain an dis-
cretized version of the time-continuous problem. Finally, we discuss the resulting
optimality conditions.

2.1. The Continuous DAE Optimal Control Problem. Let X = W{f”{ X L?y X
LT". For a control u(t) € R™, a differential state z(t) € R™, and an algebraic
state y(t) € R™ at time t € [O 1], we consider the following optimal control problem

(OCP) Mlnlrmze /f[) ,u(t))dt
zyu) €X
(2.1) subject to :L'(t) = f(xz(t),y(t),u(t)) a.e. in [0,1],
(2.2) 0 =g(z(t) in [0,1],
(2.3) 0 =D (z(0)— ZL‘O) ,
(2.4) u(t) eU a.e. in [0,1].
The running costs fp: R™ x R™ x R™ — R of the objective functional,
(2.5) fo(@,y,u) i=p(x)+q(2) y+r@)
and the right hand side f: R™ x R™ x R™ — R" of the system equation (2.1),
(2.6) f (@,y,0) = a (@) + B(z)y+C(@)u

are affine linear w.r.t. ¥ and v and may be nonlinear w.r.t. . For the initial
condition (2.3) we have D € R("=~")X" Furthermore, the algebraic equation (2.2)
is defined by g: R"* — R™. The control set U C R™ in (2.4) is defined by box
constraints, i.e.,

U:={ueR"™|by<u<b,} withby,b, € R™ and by < b, .

Here, all inequalities are to be understood componentwise.

Note that the dynamics in Problem (OCP) are given by a differential algebraic
equation (DAE), which consists of a differential equation (2.1) and an algebraic
equation (2.2) in semi-explicit form. A DAE is usually characterized by its index,
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which has multiple concepts (cf. [22]). By differentiating the algebraic equation
(2.2) twice with respect to time ¢, we get

= " () f (2(t), y(t), u(t)) f ( () y(1), u(t))
+g' (@) f (2(t), y(t), w(®)) f (x(2),y(2), u(t))
+g' (@) fy (1), y(1), w(®) 9(t) + g (@ (1)) £, (2(2), y(2), u(t)) u(t) .

We can solve the latter equation for g, if the matrix ¢ (z) f, (v,y,u) = ¢’ (x) B (z) is
non-singular with a bounded inverse along a trajectory (compare Assumption (A2)
below). Thus, after two differentiations of the algebraic equation we obtain an
explicit differential equation for the algebraic variable y and therefore the DAE has
the (differentiation) index two.

Remark 2.1. In theory, with the above index two condition, it would be possible
to first solve the time derivative of (2.2) for the algebraic state y depending on z
and u, to insert the expression into (2.1) in order to obtain an explicit ODE, and
to then apply the implicit Euler scheme. However, as outlined in [26, Remark 1],
considering discretizations of this reduced problem has numerous drawbacks, e.g.,
the drift-off effect (cf. [11,19]).

Denoting the feasible set of Problem (OCP) by

F = {(m,y,u) € X |z(t) = f(x(t),y(t),u(t)) ae.in [0,1], g(x(¢t)) =0in [0,1],
D (z(0) — mo) =0, and u(t) € U a.e. in [0,1] },

we introduce the concept of a local solution of Problem (OCP).

Definition 2.2. A tuple (z,9,4) € F is called a local solution of Problem (OCP),
if there exists some € > 0, such that

1 1

/fo (@(2),9(1), (t))dtﬁ/fo (x(t), y(t), u(t)) dt

0 0

=33

for all (z,y,u) € FNBx ((Z,9,1);¢).

In order to formulate optimality conditions for Problem (OCP), we introduce the
Hamilton function

(2‘7) H (xvyvu’ Avu) = fo (xvyvu) + >‘Tf (a:,y,u) + MTQ/ (‘T) / (:c,y,u) .

Let (Z,y,4) € F be a local solution of Problem (OCP), then there exist functions
\e W' and i € L'?, such that the following necessary conditions hold (cf. [18



1388 B. MARTENS AND C. SCHNEIDER

Theorem 3.1.11]):

0 = At)+V.H (i(t),g)(t),a(t),j\(t), ﬂ(t)) ae. in [0,1],

0 = V,H (@(t),g(t),a(t),}(t),ﬂ(t)) ae. in [0,1],
0) 0 = A1),
1) 0 € V.H (@(t),g(t),a(t),x(t),g(t))+/\/U(a(t)) ae. in [0,1],

where the normal cone operator to U at u is defined by

weER™ | (w,v—u)<O0forallveU}, ifuelU,
(2.12) Ny (u) 3:{ é’ A > } otherwise.

2.2. Implicit Euler Discretization of Problem (OCP). For N € N with N > 2
and the mesh size h = 1/N, let t; = ih for ¢ = 0,..., N be the grid points of the
discretization. We approximate the controls and the algebraic states by piecewise
constant functions in L} and Lﬁl (compare (1.1)) represented by their values
u(t;) = w; and y(t;) = y;, resp., at the grid points. Further, we approximate the
differential states by continuous, piecewise linear functions in W7'y , (compare (1.2))
represented by their values z(t;) = x; at the grid points. With the backwards
difference approximation
Li — Ti—1

.’L'{L'::T, izl,...,N,

we obtain the implicit Euler discretization of (OCP):

N
(DOCP) Minimize b fo (i, i, ;)

i=1
(2.13) subject to 2} = f (x4, yi, wi), 1=1,...,N,
(2.14) 0 =g(z), 1=0,...,N,
(2.15) 0 =D (z9—2"),
(2.16) u €U, i=1,...,N.

In order to derive convergence properties for solutions of (DOCP), we compare
the respective KKT-conditions of (OCP) and (DOCP). For the discretized prob-
lem (DOCP) we have the Hamilton function

(217) H (z,y,u,0,%) = fo(,y,u) + @' f (z,y,u) + ¢ g (z).

One would expect the continuous necessary conditions to hold for (2.17), where the
algebraic constraint (2.2) is directly adjoined to the Hamilton function. However,
in [8, Example 3.16] it was shown that the continuous necessary conditions (2.8)—
(2.11) are not satisfied for (2.17) in general. Thus, there is a discrepancy between the
continuous necessary conditions formulated with the Hamilton function (2.7) and
the discrete necessary conditions which use the Hamilton function (2.17) (cf. [18,
Theorem 5.4.4]). This originates from an implicit index reduction that occurs for
the continuous necessary conditions. If the DAE (2.1), (2.2) has index two, then the
adjoint DAE (2.8), (2.9) has only index one. Furthermore, the necessary conditions
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(2.8)—(2.11) correspond to the equivalent index one problem, where we replaced the
algebraic equation (2.2) in (OCP) with the equivalent constraints

0= %g (z(t) = ¢’ (1)) f (x(t), y(t), u(t))
(2.18) =4 () [a(z(t)) + B (z(t)y(t) + C (x(t))u(t)] a.e. in [0,1],

(2.19) 0=g(x(0)).

Note that the index reduced algebraic constraint (2.18) is adjoined in (2.7) instead
of (2.2). In order to obtain consistent necessary conditions for (OCP) and (DOCP),
we emulate the index reduction in (2.18), (2.19) for the discrete algebraic equation
(2.14) in (DOCP) (cf. [26]), and obtain

O:gl(xi), 1=0,...,N

= 0=419(2:) —g(zi-1)], i=1...,N, 0=g(w0).

(2.20)

Now, with the relation
xi,lzxi—hf(xi,yi,ui), iZl,...,N

derived from the difference equation (2.13), and the discrete approximation of the
time derivative of g (z(-)),

() = 119 () — g & — f (2, w)],

we introduce the alternative discrete Hamilton function

(2.21) M (2, y,us A ) = fo (2,y,0) + AT (@,y,0) + 1" gy (2,9, 0) .-

We obtain the alternative discrete necessary conditions (cf. [18, Theorem 5.4.4])
(2.22) 0 = N+ VaoHn (T, yi, wis Ni—1, fi—1) 5 i=1,...,N,

(2.23) 0 = VyHn (x4, Yir iy Ni—1, fi—1) 5 i=1,...,N,
(2.24) 0 = Ay,

(2.25) 0 € VuHn(ziyyi,wi, Ni—1, pie1) + Ny (us), i=1,...,N.

In addition, we have the following relationships between the multipliers associated
with (2.17) and (2.21):

N-1
pi=Xi+g (@) mi, N=@i—g (@) Y M, i=0,...,N,
k=i

N-1
D= i1 ]
wiflzi%v Milzkzlh¢k7 i=1,...,N, pn=0.
=7—

It is easy to show that the usual discrete necessary conditions formulated with
the Hamilton function (2.17) are equivalent to the necessary conditions (2.22)-
(2.25) with the alternative discrete Hamilton function (2.21), i.e., using the relations
between the multipliers, we can transform the usual discrete necessary conditions
into the alternative ones and vice versa.



1390 B. MARTENS AND C. SCHNEIDER

3. ASSUMPTIONS AND MAIN RESULT

In this section, we first present the assumptions we make throughout this paper,
and then we introduce the main result, which will be proven in the following sections.

(A1) There exists a local solution (,9,4) € W{'{ x LYY x LT of (OCP) and
a convex compact set M with Bg (Z(¢);1) € M for all ¢ € [0,1]. The
functions p, q,r,a, B,C are twice differentiable and g is three times differ-
entiable with respect to z on M. Furthermore, p, q,r, a, B, C and their first
two derivatives, g and its first three derivatives are Lipschitz continuous on
M with constant L.

(A2) The matrix

g' (&) £ (@), 9(t),a(t)) = ¢’ (2(t)) B (2(t)) € R™*"
is non-singular and the inverse is continuous and uniformly bounded for all

DS
t € ]0,1]. Moreover, the matrix < g (al:)(O)) > € R"= %"= ig non-singular.

Remark 3.1.

(i) According to (A1) and (A2), there exist Lagrange multipliers (5\,,&) €
W' x L}V solving (2.8)—(2.11). Moreover, we can enlarge M in (A1) if
necessary such that Bgr <;\(t), 1) C M for all t € [0,1]. In addition, since
u(t) € U for almost every t € [0, 1], we have

teU :={ue L |u(t)eU ae. in [0,1]}.

Exploiting (A2), we can solve (2.18) (the time derivative of the algebraic
equation (2.2)) for § and the algebraic equation (2.9) for i to obtain

. . . -1 4. . AN
(3.1) 9()=— (' @) B () ¢ @) [a@()+C@()a)],
R A R Tr A .
(32) A0 =-[ @) BED) | |a@E) +B@E)TAC),
which implies § € L¢ and fi € Wln {. Then, the differential equations (2.1)
and (2.8) yield 2 € W7 and )€ Wi'z,. Exploiting (3.2) again, gives us
fre Wit
(ii) For every (y,u,u) € Bpr, (g;€) x Br, (4;¢) NU x By, (ji1;€), where € > 0
is sufficiently small, the differential equations (2.1) and (2.8) have solutions
z € W'y and A € WY'§ with Bg (z(t); 5) UBR (A(t); 5) C M forallt € [0,1].
We denote by M the bound of p, q,r, a, B, C and their first two derivatives,
g and its first three derivatives on M.

Let us denote the switching function by
(3.3) o() = VuH [ =7 (@) +C @) A +C () g @) a)
and assume the following growth condition:
(A3) Let there exist constants ¢,p > 0 such that for every 5 € {1,...,n,} and
s € [0,1] with oj(s) = 0 we have
loj(t)] > <t —s|, foralltels—p,s+pNJ0,1].
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Since (&5\”@ Wne W1n§o X Wlngo by Remark 3.1(i), we have o € ngo. In

1,00
addition, according to (A3), each component of the switching function has at most %
isolated zeros, which implies the following:

Lemma 3.2. If Assumptions (A1)-(A83) are satisfied, then the optimal control is
of bang-bang-type and we have

(3.4) (:Cy oy ﬂ) € BV x BV™ x BV™ x BV x BV".

Proof. The structure of the optimal control 4 is determined by the switching func-
tion (3.3) and condition (2.11). Thus, for j =1,...,n, we have

bej if oj(t) >0,
(3.5) uj(t) = bu,j s if Uj(t) <0,
undetermined, if o;(¢t) =0.

Since the switching function has finitely many, isolated zeros, the optimal control
is bang-bang, i.e., u;(t) € {bsj, by} a.e. in [0,1] for j = 1,...,n,. Hence, @ €
BV™. Equation (3.1) implies § € BV"™. Exploiting the differential equations
(2.1) and (2.8) we get 2, € BV{"*, since fi € Wlngo C BV"™. Finally, (3.2) yields
e BVlny, which proves the assertion. ]

According to [17, Lemma 3.3] and [32, Proposition 4.1], Assumptions (A1)—(A3)
are sufficient for the following lower bound condition for the switching function (3.3):

Lemma 3.3. Let (A1)-(A3) be satisfied. Then, there exists m > 0 such that for
every u € U we have

1
(3.6) [to®.u) o)y de = m u il
0

Next, we define the quadratic functional P : Wi'{ x LY x L}* — R by

(3.7) P (5, 0y, ou) : / ox(t)TV2, H [t] 6x(t)
+202(t) " (V2,H [t]6y(t) + V2, H [t] du(t)) dt,

where H[t] := H (92‘(15), G(t), a(t), A(t), ﬂ(t)). Note that V7, . H[f] =0 by (2.5),

(2.6). For this functional we assume the following:
(A4) There exists n2 € (0,71), where n; > 0 is the constant in Lemma 3.3, such
that

(3.8) 2P (5, 0y, 6u) > —na ||dul}
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for every (dz,dy,du) € Wi'f x LY x L} satisfying

(3.9) dx(t) = fi[t]dx(t) + B [t]dy(t) + C' [t] du(t) a.e. in [0,1],
(3.10) 0 = g'[t]ox(t) in [0,1],
(3.11) 0 = Déz(0),
(3.12)  ou(t) € U—u(t) a.e. in [0,1].
An immediate consequence of Lemma 3.3 and Assumption (A4) is
1

(3.13) /<a(t),5u(t)> dt + 2P (8, 8y, du) > n||dull}

0

for n := m —n2 > 0 and every (dz,dy,du) satisfying (3.9)—(3.12). This in turn
implies that (&,7,4) is a strict local solution of Problem (OCP) and, according
to [32, Corollary 2.1], we have the following quadratic growth condition for the
objective functional:

(3.1 /fo dt—/fofe 00 a(0) de > 7 gl

for all feasible (z,y,u) € W{'{ x LY x L} with
u=u—aeU—-a)NBg, (0;v)\ {0},

where v > 0 is sufficiently small.
Assumptions (A1)—(A4) allow us to state the main result of this paper, whose
proof will be given in Section 6:

Theorem 3.4. Let (A1)-(A4) be satisfied and h > 0 be sufficiently small. Then,
(DOCP) has a solution (Zp, Jn,tp) with unique multipliers (Xh,ﬂh) satisfying the

alternative necessary conditions (2.22)—(2.25), and for T' > 0 independent of h, we
have the error estimates

(3.15)  flan — @l + g — 9l + lan — ally + |5 = A+ 1l = llog < T

4. STRONG METRIC SUB-REGULARITY

In this section, we aim to show that the continuous KKT-conditions satisfy a
certain stability property, if Assumptions (A1)—(A4) hold. To that end, we introduce
the notion of strong metric sub-regularity (cf. [16, p. 202], [32, Definition 1.1]).

Definition 4.1. Let (Z,dz) and (2,dq) be two metric spaces. A set-valued map-
ping F: E = Q is strongly metrically sub-regular (SMsR) at £ € = for © € Q, if
weF (é) and there exist constants «, 3,7 > 0 such that for any w € Bg (@; @)

and for any solution ¢ € Bz (é ; B) of w € F (&) the inequality

(4.1) d= (575) < vdg (w,@)

is satisfied.
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In order to prove that the continuous KKT-conditions are strongly metrically
sub-regular, we denote the following abstract setting: Let us define the metric
spaces

(4.2) E o= WP p X LYY XU X W 5 x Led
Wﬁ’D = {.Z‘GWlnj|OZD($(O)7SUO)},
Wi = {remiplo=amy},

(4.3) Q = LY x W' x L* x L&Y x L3,

with elements £ = (z,y,u,\,pu) € 2, w = (wf,wg,sz,wyy,wHu) € Q, and the
metrics

@44 d= (L) = et =y [l =Pl (et =
A =N+ et =
(45 da(@he?) = g —wpll ey —wgllyy e, — e,

1 2

+ fJeh, =i,
[e.9]

We denote the function T: Z —  and the set-valued mapping F: 2 = Q by

gb—f(x,y,u) {0}
g {0}

(4.6) TE:=| A+V.H(E) |, FE=| {0} [,
VyH () {0}

with the normal cone operator to U at u

[ {w e L | w(t) € Ny (u(t)) for ae. t€[0,1]}, fuel,
N (u) 1= { 0, otherwise.

Then, the continuous KKT-conditions can be written as the generalized equation
(4.7) 0T +F ().

In the main theorem of this section, we state that T + F is SMsR at

(4.8) &:= (2,900, 0) €2

for 0 € Q). For the reader’s convenience we included the proof, where we use similar
techniques as in [32, Theorem 3.1, Proposition 3.2], in Appendix A.1.

Theorem 4.2. Let (A1)-(A4) be satisfied. Then, there exist o, 3,y > 0 depending
only on the constants L,M, and n (compare (A1), Remark 3.1(ii), (3.13)) such that

T + F s strongly metrically sub-regular at é for 0 with constants «, 3,.
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5. EXISTENCE OF A DISCRETE SOLUTION

We associate solutions (x,y, u, A, u) of the discrete problem (DOCP) and the al-
ternative necessary conditions (2.22)—(2.25) with piecewise linear, continuous func-

tions xp, Ay € W[ 0.k and piecewise constant functions y, € LY co.hy Uh € L o
JITS LOQ (compare (1.1) and (1.2)) defined by

(5.1) an(t) = ai(ti) (t —tio1) +anticn), tE€ (timn,ti], i=1,-- N,

(5.2) wun(t) = wunlts), te (ti-ti), i=1,...,N,

(5.3) un(t) = un(ts), te (ti1,ti], i= 1 - N

(5.4) M(t) = MNy(ti) (t —tiz1) + Mp(tiz1), t€ (tim1,ti], i=1,...,N,

(55) Nh(t) = Nh(ti—1)7 t e (ti—hti] , 1= 1, ., N.

Note that we evaluate pyp, at t;_; for ¢ € (t;_1,t;] instead of ;.
In this section, we aim to show that there exists a discrete solution

(5.6) &n = (ih,ﬁh,@h,;\h,ﬂh)
of (DOCP) and the alternative necessary conditions (2.22)—(2.25) with
(5.7) dz (€,€) < 8.

Herein, 8 > 0 is derived from Theorem 4.2 and can be arbitrarily small. In order to
prove the main result of this section (Theorem 5.3 below), we consider the discrete
problem (DOCP) with the extra constraints

(5.8) (e @H1,1 <v, |mm=9l v, Ju =il <v,

for an arbitrarily small constant 0 < v < e (compare Remark 3.1(ii)), and show
that for sufficiently small A this problem has a solution. To that end, we first prove
that the feasible set of this problem is not empty. Let (A1)—(A3) be satisfied. Then,
according to Lemma 3.2, we have 4 € BV™. Set

ﬂh(t> = ﬁ(ti), t e (ti—hti], i=1,...,N,

1
which implies @, € U and |ap, —ull; < Vh < v for sufficiently small A (cf. [2,
0
Lemma 3.1]). Thus, @y, is feasible. Next, we consider the system
zp(ti) = f(zn(ti), yn(ti), a(ti)) i=1,...,N, zp(to) = 2(0),
Ozg(a:h(ti)), i:1,...,N,
<v, |yn—9l; <v.

lzn —

We prove that this system has a solution (zj,y,) € W' on X " oo.p,» Which implies
that the feasible set is not empty, by applying [13, Theorem 3. 1] Let us introduce
the following abstract setting: We define the spaces

X, = {zh = (@hyyn) € WP X L™, | an(to) = :)C"(O)}, Y, o= L5 x Wi,
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equipped with the metric dx (z}L, Z,QL) = H:L‘}L — x%Hl 1t Hy,ll — y}QLH1 and the norm
[(wrh,wen)lly = llwrnlly + llwgnlly ;- Additionally, with 2 := (Z,9) we define the

function T : Xp — Y}y and the linear mapping £: X, — Y}, by

n(t) = f (@n(ti), yn(t), a(t:))
T £)) = $h( i i) i) i ’
) = ( g (on(t:)
: n(ti) = fz [t zn(ti) — B [ti] yn(ti)
£ (en(ts)) = T (3(t2)) an(ts) = ( Snlte) = Je il 2n(li i ynlti
((t) = T (30) ) = el
for i = 1,...,N. Finally, we define the elements & := =T (2), # := T (2) — L (2),
and the set II := By (7; ) C Y}, for sufficiently small v > 0. In order to not disturb
the reading flow, we moved the proof of the following lemma to Appendix A.2.

Lemma 5.1. Let (A1)-(A3) be satisfied. Then, the equation

(5.9) 0="T (21),
has a solution zp, = (Zp, yn) € Xy, and there exists I' > 0 independent of h such that
(5.10) 1Zn =2l <Th,  llgn =gl <Th.

This proves that the feasible set of (DOCP) together with (5.8) is not empty
for sufficiently small h. Additionally, the objective functional is continuous and the
feasible set is compact. Hence, the problem has a solution

(5.11) (Zh, Gn. Un) € W{’;go7h X ngﬁ X LZ&W
This also yields a bound for the associated multipliers:

Lemma 5.2. Let (A1)-(A3) be satisfied. Then, there exist unique multipliers as-
sociated with (5.11)

(5.12) (Ansiin) € Wiz, x L2,

satisfying the alternative necessary conditions (2.22)—(2.25), and there exists a con-
stant I' > 0 independent of h such that

(5.13) [ =A||  sT@+m), il <T@+ ),
where v > 0 is given in (5.8).

The proof of Lemma 5.2 can be found in Appendix A.3. Finally, we are able to
prove the main result of this section:

Theorem 5.3. Let (A1)-(A8) be satisfied. Then, for every ¢ > 0 and sufficiently
small h, Problem (DOCP) has a solution (&p,gn,an) € W, x L', x L',

associated with unique multipliers <5\h, [Lh> € Wﬁgo,h X ng,h solving the alternative
necessary conditions (2.22)—(2.25) such that
(5:14)  Non = &l + 1n — 3l + lan — ally + || = A+ llin = all < ¢

Proof. Let ¢ > 0 be given. Then, according to Lemma 5.1 and Lemma 5.2 for suf-
ficiently small v, A > 0, Problem (DOCP) and the alternative necessary conditions
(2.22)—(2.25) have a solution (5.6) satisfying the bound (5.14). O
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6. ERROR ESTIMATES FOR LOCAL SOLUTIONS

With the results of the previous sections we are now able to prove the main result
of this paper, i.e., with the requirements of Theorem 3.4 we show that

&n = &l + 90 = 3l + lan = all, + 3w = A|| +lln = Al < T,
where the constant I' > 0 is independent of the mesh size h.

Proof of Theorem 3.4. By Theorem 4.2, the set-valued mapping T + F defined in
(4.6) is strongly metrically sub-regular at £ = <§;,gj,ﬁ, 5\,11) € =2 for 0 € Q with
constants «, 3,7 > 0. Hence, for any w € Bg (0;a) and for any solution ¢ €
Bz (é, 5) of we T (&) + F (§) we have

(6.1) dz (5,5) < ydg (w,0).

In addition, according to Theorem 5.3, for sufficiently small h there exists a solution

éh = (@h,gjh,ﬁh,j\h,ﬂh) € 2 of (DOCP) and the alternative necessary conditions
(2.22)(2.25) in Bz (g; 5). With the residual

(6.2) Wp = (Df hs D s Doy > DHy b @2y h) €

defined for t € (ti—lati], 1=1,...,N by

(6.3) wrn(t) = Za(t) = f (2n(t), Gn(t), 0n(1)),
(6.4) Won(t) = g(@n(t)),
(65)  @uoall) = M)+ VK (€a0)),
(66)  @w,nl®) = VyH (&)
—VyHn (2n(ti), Gn(ti), in(ti) j\h(tz—l)aﬂh(tz—l)>
6.7)  Gunlt) = VuH (&)

we have wy, € T (éh> + F éh> Hence, it remains to show dg (w,0) < T'h < « for
I’ > 0 and sufficiently small h. Then, (6.1) yields an error estimate for the discrete
solution &p,.
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For the first component of @&, we obtain

[~

N
1= 2 [ [0 = 7 @000, i)

z:lti_l

N U
= /|f(§3h(ti)a?)h(ti)aah(ti)) — [ @n(t),9n(t:), an ()| dt

Zthi—l

N b
< Z /}L |Zh(t:i) — 2p(t)] dt

z:ItFl

N t
<> /]L\f(ih(ti)aﬁh(ti)aﬁh(ti))\hdt

Zthifl

<LMh.

The second component of @y, can be estimated by
(Ogn(B)] = lg (Zn ()] = |g (2n(t)) — g (Zn(ti))] < LMh

fort € (ti—1,t;], i=1,...,N. For its time derivative, we derive

N
_ I o 9 (&n(ti)) — g (Enlti-1))
—;ngmmww-h . at
N t; 1
=2 / /[g’ (@ (t) — g (& (tic1) + Ohd} ()] 25(t:) dO| dt
=l 10
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For wy, p and t € (ti—1,ti], 1 =1,..., N we have

= Vafo (), an(
t; (

(Zn(t), 9
+ [fé (fh t), Un (), Un(t;

+ (¢ (@) — ¢ @n(tiz1))) fr (@n(t), 90 (t:), @ (t:) + ¢ (En(tiz1))
T
(FL Gn0), i ts), () — £ Gonlts), nts), () } ()

which implies ||@yy, h”l < T'1h for I'y > 0 independent of h. Then, for Wy, » and
t € (ti—1,t],i=1,...,N we get

)|+ 1B (1) — B (&n(ti))]

|20, ()] < g (@n(t) — g (@n(t
n(t) = An(ti-1)
(@

+ B (@n(t:)] [ An(t
+[B(&n(t)) — B

+ |B (&n(t:)| g (
<T'2h,

r(t)| g (@n(8))] |fn(ti-1))|
h(t) — g (@n(ti—))] [an(ti-1)]

and analogously for Wy, r, we obtain ||y, || < '3h with I'y,I'3 > 0 independent
of h. In conclusion, for sufficiently small h we have dg (wp,0) < I'yth < a, where
I’y > 0 is independent of h. Thus, the inequality (6.1) yields

In = @y + NGn = glly + N = ally + 3= &+ in = fll

== dE (éhvé) S deQ (wha 0) S 7F4h7

which completes the proof. O

7. NUMERICAL EXAMPLE

By the following illustrative example, we numerically confirm the error estimates
of Theorem 3.4.
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Example 7.1. We study the following modified minimum energy problem (cf. [18,
Example 3.1.13]):
1

(P.)  Minimize / (1) + (aa(0) + 1)7]
0
subject to  %1(t) = u(t) — y(t) a.e. in [0,1],
Eo(t) = [1 4w (t)]u(t) a.e. in [0,1],
x3(t) = —xa(t) a.e. in [0,1],
0 =uzi(t) + z3(t) in [0,1],
21(0) =0, 22(0) =1, x3(0) =0,
u(t) € [-3, —1] a.e. in [0,1].

The system equation for &9 is control-affine and depends on some parameter w € R.
Problem (P,,) clearly is of type (OCP) with

u—y
fo(w,y,u):33£11+(332+1)27 f(l',y,u): [1+wx1]u ) g(x>:xl+$3-
—Z9

Since two differentiations of the algebraic constraint w.r.t. ¢ are necessary to obtain
a differential equation for the algebraic variable y, the DAE has index two. The
Hamilton function (2.7) for Problem (P,,) is now given by

H(z,y,u,\, 1) = 2 + (z2 + 1)°
+M(u—y)+Xl+wr)u—Azze+p(u—y—x2).

Therefore, we have

423 + w Aau
vatH(x7y7u7)‘7/’L): 2(:62%’1)7)‘3*”
0
and
1222 0 0 w Az
Ve H (2,9, u, A, 1) = 0 2 0], VaH(x,yulu=1] 0
0 00 0

Since Vg H (z,y, u, A, ) = 0, the quadratic functional (3.7) in Assumption (A4) is
given by
1
P (5w, 5y, ou) = / (68112 (9 (1))? + (B22(1))° + w0 (D Ao(t)ou(r)] .
0
If w is sufficiently small and %1 # 0 on [0, 1], Assumption (A4) is fulfilled, i.e., there
exists some constant 72, such that
2P (6, 8y, 0u) = —np |[dull}

for every (dz,dy,ou) € W13,1 x L1 x Ly, especially for every (dx,dy, du) satisfying
(3.9)-(3.12).
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FIGURE 1. Optimal differential states &1, &2, &3 (left), optimal al-
gebraic state ¢ and optimal control @ (right) for w =1, N = 2048.

TABLE 1. Discretization error for w = 1.

N 16 32 64 128 256 512

lap —all, 0.0813 0.0485 0.0240 0.0115 0.0051 0.0029
[t 13000 1.5514 1.5389 14720 1.3173 1.4757
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FIGURE 2. Optimal differential states #1, &2, &3 (left), optimal al-
gebraic state ¢ and optimal control @ (right) for w = 10, N = 2048.

We study the two cases where w = 1 and w = 10, respectively. The numerical
solution of Problem (P,,) is done by the interior point solver IPOPT, see [41]. We
generated a fine-mesh reference solution for N = 2! = 2048 discretization points.
The optimal states and controls are shown in Figures 1 and 2. In both cases,
#1 # 0. Therefore, Assumption (A4) is fulfilled. The discretization errors for
N =2F k=4,...,9, depicted in Tables 1 and 2, indicate convergence of order one
w.r.t. the mesh size h = 1/N as predicted by Theorem 3.4.



ERROR ANALYSIS FOR AFFINE DAE OPTIMAL CONTROL PROBLEMS 1401

TABLE 2. Discretization error for w = 10.

N 16 32 64 128 256 512

lan —all, 0.5109 0.3442  0.1915 0.0994 0.0483 0.0194
[on—ili 81746 11.0147 12.2559 12.7224 12.3754 9.9566

APPENDIX A. PROOFS

A.1. Proof of Theorem 4.2. Let us introduce the abbreviations

AC) = [, B(-) = B[], C(-):=Cl],

(A.l) Q() = g, H ) R R
P():=V3LH[], Q0):=ViH[], R():=ViH[],
ﬁ() = V.fo H ) (j() = H ) f() =T H )

and the alternative mappings

(A.2)
(¢-4) = AC) (@ =) = BO) (v =) = O() (u— )
G() (x - 2)
L(¢) = A=A+ VEH[](6-¢
v2H[] (6 €)
2L (6~ €) + VuH ]+ Ny (w)
(A.3)
(8 f @) +A0) (@ = 2) + BO) (v —9) + () (u— )
(9@ —gl) =GO @-3)
S (¢) = (VoH (&) =V H]) = VaH[] (€€ ,
(VyH(f)—VyH[-])—Vng[-] fé;
(VM (&) = VuH[]) = VEH [ (¢ =€)
which satisfy
(A4) T(E)+F)=L(+S(), EcE

We first show that for arbitrary @, 5 > 0 there exist ¥ > 0 depending only on L, M, n
such that L defined in (A.2) is SMsR at £ € E for 0 € Q with constants @&, 3, 7.

To that end, let @, 3 > 0 be arbitrary, w € Bq (0;@), and let ¢ € Bz <§,ﬁ> be a
solution of w € L (&). With the notation

(A.5) AL =& — €= (Ax, Ay, Au, AN Ap), Ai=i—3, Al=Ai-—)
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the generalized equation w € L (&) yields the perturbed system

(A.6) Ai(t) = A(t)Ax(t) + B(t)Ay(t) + C(t) Au(t) 4+ wy(t), a.e. in [0,1],
(A7) 0= G(t)Az(t) — wy(t), in [0,1],
(A.8) 0 = DAz(0),

(A.9)  ANt) = —P(t)Az(t) — Q(t) Ay(t) — R(t) Au(t)

A

R N R T

—AW)TANE) — (G(t) + G(t)A(t)) Aut)

+ wyy, (1), a.e. in [0,1],
(A.10) 0=Qt) Az(t) + B(t)TAN(t)

+(¢ t)B(t))T Api(t) — won, (1), ae. in [0,1],

(A.11) 0= AX1),

N R R N T
(A12)  0€ RO A+ C)TANG + (CIOCEH) An(t)

+o(t) —wy, () + Nu (u(t)), a.e. in [0, 1]
with the switching function o defined in (3.3). Multiplying (A.10) from the left by
Ay(t) and (A.12) give us

(013) 0= (89(0).Q0)" Aa(t) + BOTANO + (G0BD) " Au(t) ~m, 1),

(A.14) 0> <Au(t), ROTAz(t) + O TANY)

+(G0E®) Aut) + a(t) —wn, <t>>

for almost every ¢t € [0,1]. Furthermore, (A.7) at ¢t = 0 and (A.8) together with
(A2) imply

(A.15) Az(0) = ( ég)) >1 ( “(0) ) . Gyp € R,

Differentiating the algebraic equation (A.7) with respect to ¢ yields

(A.16) 0= (G(t) + é(t)A(t)) Az(t) + G()B(t)Ay(t) + G(t)C () Au(t) — dy(t)

for almost every t € [0,1]. Assumption (A2) allows us to solve (A.16) and (A.10)
for Ay and Ap, respectively, to obtain

N . -1 N ~
(A17)  Ay() = (GOBO) (GO +GOAR) A
+GOCO)AUC) + Gl () = )]

(A18)  Au() = - [(G(-)B(-))T[Q(-)TM(-HB(-)TM(-)—omy(-) .
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Hence, for A¢ and the solution (dx,dy, du) of the unperturbed, linearized system
(3.9)—(3.11) with du = Au € U — 4 we get

HAx_(stoo <TI'dg (w,0), ”Ay—éy”l < I'dg (w,0),
(A19)  [[Az| < Ty (loull; +do (w,0)), [|Aylly < Ty ([|6ully + da (w,0)),
[AMlo < T (loully +do (w,0)), [|Apll < T1 (|6ull;, + do (w,0))

with I'1 > 0 depending only on L, M. Now, using (A.6), (A.9), (A.11), and (A.15)
we have

—(@gp, AN(0)) = (Az(1), AA(1)) — (Az(0), AA(0))

% (Ax(t), AN®)) dt
(ML), AX(t)) + <Aaﬁ(t), A)\(t)> dt

(A.20) - </1(t)Aa:(t) + B(t)Ay(t) + C(t) Au(t) + wy(t), AA(t)>

I
S O O~

Az(t )+ Q) Ay(t) + R(t)Au(t) + At) TAN(®)

+ (G )T Au(t) — wi, (t)> dt
<B Au(t) +wy(t), A/\(t)>

Az(t), P(t)Az(t) + Q(t) Ay(t) + R(t)Au(t)

|
—~ P

(G + é(t)A(t))T Ap(t) — wi, (t)>dt.

Integrating and subtracting (A.13), (A.14) from (A.20), and exploiting (A.16) yields

1

—(@yp, AN0)) < /<Wf(t)7A>\(t)>+<wg(t)aAu(t)>
0

+ (Wi, (), Az (t)) + (wa, (8), Ay(t)) + (wa, (t), Au(t)) dt
1

- / (o(t), Au(t)) di — 2P (A, Ay, Au)
0
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Thus, using |@yp| < T'2 ||lwg||; ; and (A.19) we obtain
1
/(J(t), Au(t)) dt + 2P (Az, Ay, Au)
0

(A.21) <Tj [nglh,l 1AM oo + llwoplly 1AM o + [levglly 1 1AL

w1 1A%l + [Jwr, || oo 1211 + lwn, oo 18Ul ]
< Tudg (w,0) ([[oull, + da (w,0))

for T'y,I'3, Ty > 0 depending only on L,M. Additionally, the bounds (A.19) and
ou = Au give us

|P (Az, Ay, Au) — P (dx, 0y, du)|
1
< % / (<Ax(t), P)Az(t) + 20(H) Ay(t) + 2R(t)Au(t)>
0
- <5ac(t), P()ox(t) + 20(1)dy(t) + 2R(t)6u(t)>’ at
1
(A22) = % / [ Aa(t) — de(t), P(t) (A(t) + 62(1)))

0

+2 (Aa(t) - 6x(t), Q) Ay(t) ) +2 (52(t), Q1) (Ay(t) — by (1)) )
+2 <Aa:(t) — sx(t), R(t)éu(t)>‘ dt
< Tsdg (w,0) ([|dul, + dg (@,0))
with I's > 0 depending only on L, M. Then, with (3.13), (A.21), and (A.22) we get

1
nlsul} < [ (o0, 5u(e) de + 2P (52,5, 50
0
1

< / (o(t), Au(t)) dt + 2P (A, Ay, Au)
0

+2|P (Azx, Ay, Au) — P (6z, dy, du)|
Lgdo (w,0) (l|6ully + do (w,0))

with I's > 0 depending only on IL, M. This yields the bound

FG + \/F2 —+ 4F6
(A.23) [Aull; = [[oull; < 2776 do (w,0).

IN

Hence, using (A.19) and the differential equations (A.6) and (A.9) gives us a con-
stant 4 > 0 depending only on L, M,  such that

(A.24) dz (£,€) < 7dq (,0),
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which proves the strong metric sub—regularitonf L.
Next, we aim to show that L+ S is SMsR at ¢ € = for 0 € 2 using [32, Proposition
3.1], i.e., we need to find constants «, 3,7, > 0 such that

,7

(A.25) 9y <1, B<B, a+v98<a >
1—95’

and prove that the function S defined in (A.3) satisfies

(A.26) S (5) —0, do (s €),S (5)) < 9d= (5,5) for all £ € Bg (é; 5) .

To that end, let 0 < § < € be sufficiently small with e defined in Remark 3.1.
Obviously, we have S(§) = 0. Let us consider the first component

S1 (&) == —(f (w,y,u) — f (2,9,0)) + A(-)Az + B(-)Ay + C(-) Au

of S (¢). Using the mean-value theorem we get

1
/ (8,3, ) + 0 (Az, Ay, Aw)) — [ (2,9, )) Az
0
(B (& +0A2) — B(2)) Ay + (C (2 +0Az) — C (2)) Au do.

Hence, we obtain

1
181l < L0 (1acl, + Ayl + [ ul) s,
0
+ Lo [|Azl|; , |Aylly + LO[|Az| ; [|Aull, dE
L
< 58d= (&.€).

For the second component

82 (€) =g (z) — g (&) - G(-)Aw

we have

1
182 (©)l, = / [ (6 @) + 682(0) - o (5(0)) Aat)as at < 5= ().
0
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Furthermore, we get the time derivative

752 (€) (1) = g’ (2(£) () — ¢ (2(1)) (1) — g" (2(£)) (1) Ax(t) — ¢ ((t)) As(2)
= [¢' (@(t) — g’ (2(1)] &(t) — ¢" (2(t)) 2(t) Az (t)
= [¢/ (2(t) — ¢’ (2(t)] A& () + [g' (x(2) — g (2(1))] 2(2)
—g" (@(t)) &(t) Ax(t)
= [¢' (2(1) — ¢’ (&(t))] Ad(t)

1
+ / g

0

€ [0,1]. Thus, we conclude
LM
— |

for almost every t
d 2L + LM R

' *SQ (5) - 5 (57 ) )

and therefore

2
<Ljaw]f, + 5

1

2
dt |A$H171 <

3L + LM :
[S2 ()11 < —y  Pd= (5,5) -

Similar bounds can be found for the remaining components of S (£). Hence, we

obtain

da (S(6).8 (€)) = da (S (9),0) < I+hd= (&.€)

with I'; depending only on L, M. Now, we choose 0 < 3 < j3 sufficiently small such
that for ¢ :=I'73 we have

y<l, a=a-98>0, ~v:=

5
0

1—0ﬁ>’

i.e., conditions (A.25) and (A.26) are fulfilled. In conclusion, according to [32,

Proposition 3.1], T4+ F =L + S is SMsR at £ for 0 with constants «, 8,7 > 0. O

A.2. Proof of Lemma 5.1: We need to verify conditions (P1)-(P4) in [13, Theo-
rem 3.1]:

P1)0=TE)+wand (T -L)(2)+w eIl

(P2) For arbitrary ¥ > 0 exists 0 < € < e such that for all 2z}, 27 € Bx (;€)

(T = L) (2) = (T = £) (z7) ||y <Pdx (23, 21) -

(P3) The map £71: II — X, is single-valued and Lipschitz continuous with con-
stant x > 0.
(P4) (T — L) (Bx (3;€)) C 1L
(P1): The first part is satisfied by definition of &. For the second part, we have
(T-L)(2)+w=m+& and Il = By (7;v). Thus, we have to show that ||&[y < v
for sufficiently small A > 0. To this end, we consider the first component @; of @
and exploit the mean value theorem, which yields

1
_W + [t = /—f [tiv1 + ORI + £ [t 6.
0
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Since (z,y,4) € BV"* x BV™ x BV"™ we get f[-] € BV"™. This implies

|f It = fltica + O] < |f[t:] = ftics + Oh]| + [ f [tic1 + OR] — f[tia]] < \1/ fl]

ti—1

for all @ € (0,1) and ¢ = 1,..., N. Thus, we obtain

2(t:) — &(ti1)
Tl - f [tl]

N
e lly =2
=1

N 1

<> 17t + 00 - £ 6] do
=1 0

1

N
<hd \ fll<n\ L

i=1t;—1 0

Now, we consider the second component we. We have

and therefore ||@J2||171 = 0. Hence, we can choose h sufficiently small such that
1

|@lly <hV f[] < v, which verifies (P1).
0

(P2): Let ¥ > 0 be given and 2} = (x}b,y}L) 22 = (ac%b,y%) € Bx (2;€) for € > 0
sufficiently small. Then, we have

F(zh(ta),alts) — f (25 (k). alts))

1
= /f’ (z7(t:) + 0 (25 (t:) — 21 (t:)) s 0(ts)) (2h(ti) — 27 (t:)) dO
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Thus, for the first component of (7 — £) (2}) — (T — £) (27) we obtain

N
hz |f (2n(ta), a(t:)) — ' [t 25 (t:) — (F (22(ta), alts)) — f' [ti] 24 (t)
=1 N X
<h Z/ Fo (20 () + 0 (24 (ts) — 2h () s ats)) — Ats) || (t:) — iy (t:)| 46
=1}

N 1
th / |B (e} (t) + 6 (wh(t) — 2 (8))) — B (t)| |y (t:) — w3 (t)| a6
0

< LéJok — 2|, +Lé [k — 2ll, < Trédx (o4, ) < dx (=4, )

for I'y > 0 independent of h and sufficiently small € > 0. For the second component
we have

for : =0,..., N, which implies

We recall that for ¢t € (t;i—1,t], i« = 1,...,N we get zp(t) = x}(t;) (t —ti—1) +
zp(ti—1) and therefore &j,(t) = ) (t;). Then, for the discrete derivative of the
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second component we obtain

(9 (zh(t)) — g (zh(t)) — G(ta) (wh(t:) — ﬂﬁi(tz‘)))/

and thus

9(64) ~0 (oh) - GOI ek~ )] | < 0w e L s Ly ok -l

Hence, we have

Joteh) g () - GO (ah - )

N t /
= Z / ‘ (g (zh(t0) — g (27 (t:)) — G(t;) (zh(t;) — x%(m)) (t—ti1)

i=1,7
+ (9 (zh(tie1)) — g (27 (ti1)) — G(tie1) (zh(tim1) — l’h(tz—l))) ‘dt
g (M+]LM;—L)h+]L€dX ()

Summarizing, we obtain
H(T - L) (z,ll) —(T-2L) (z,%) HY < ddx (2]1” z}%)
for sufficiently small h,€ > 0.

(P3): We show that for sufficiently small h the linear system
L(zp)=m
has a unique solution z, () for all = € II, which satisfies

dx (zn(7!), zn (%)) < s |jx! — 7TQHY
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for all 7', 72 € II and x > 0 independent of h. To that end, for an arbitrary
perturbation m = (7f,7,) € II we consider the inhomogeneous system

2 () — At)zn(ti) — B () yn(t) = np(t), i=1,...,N, xp(to) = &(0),
Gti)an(ts) = my(t;), i=0,1,...,N.
Fori=1,..., N we have
o (k) = % (Glteats) — Gltia)an(ti))

(ti—1)ap (t:) + Ch) _hG(til)xh(ti)

>
[\)
-
I
o

) (Atan(e) + B () uates) + mpte)) + T g
)

In addition, by (A2

for sufficiently small h > 0 the matrix

G(tio)B (t:) = G(t)B (t;) — (G(ti) - G(ti_1)> B (#)

is non-singular for all ¢ = 1,..., N, since ‘G( ) — Gt 1)) < LMh. Hence, we can
solve (A.27) for y(t;) and obtain the reduced difference equation

(A.28) ah (t) = Ap(t)an(ts) + 7p(ts), i=1,...,N, xu(to) = 2(0)

with

An(ts) = A(t;) — B (1) (G(ti_l)B (ti))*1 (G(“) _hG(t“) + G(ti_l)fl(ti)> ,

~

Fpts) = () = B (8) (Gt B () (Gltimp(ts) — (1)
fori=1,...,N. Thus, for 7! = <7T},7r;> T2 = <7Tf7 g> € II we obtain
’l‘h(ﬂ'l)(ti) — azh(ﬁ2)(ti)‘ <TIy le — 772HY , 1=0,...,N,
which implies
lza () = 2(@)]]; < 3len(@") — za(@®)]|,, < 872 7" - =%y
for T's > 0 independent of h. Using the difference equation (A.28) yields
27, (x") = 2h (@), < T [l = [l
and therefore
lza (") = 2n(@)]], < BT + Ta) [|7* =7y,
where I's > 0 is independent of h. Exploiting

yn(t:) = — (G(ti_l)B (ti))_l [ (G(ti) _hG(t“) + G(ti_l)fl(ti)> wh(t;)

+ G(tim1)my(ts) — W;(tz’)] :
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fori=1,..., N gives us a constant I'y > 0 independent of h such that
lon(7t) = yn ()|, < Ta |t ==y -
Summarizing, for k := 3I's +I's + I'y we have
dx (zn(mh), 2n(n%)) = [Jan(m?) — zp (@) + [yn(@h) —gn(@?)|, < 5 ||7" =72
(P4): We recall @ = (T — £) (2) and II = By (7;v). Thus, using (P2) we get
(T = £) (zn) = #lly = (T = £) (zn) = (T = £) (2)ly < Vdx (zp,2) <Pe<v
for all z, € Bx (2;€), if € > 0 is sufficiently small.
Now, applying [13, Theorem 3.1] yields a solution z, = (Zn,yp) solving (5.9) and
satisfying the bound

o nlaly
X2 =T k0

with ¥ > 0 chosen such that k¥ < 1. Exploiting ||&]yy < I'sh with I's > 0

independent of h (compare the proof of (P1)), gives us
I<LP5

1—rd

Hence, the assertion follows for I' := 1’””_F,€519. ]

Hfh - 55”1,1 + Hf‘jh - Z)”l < h.

A.3. Proof of Lemma 5.2. By (A2) and Lemma 5.1, the alternative necessary
conditions (2.22)—(2.25) have a unique solution (S\h, ﬂh) e W'z, xL"", associated

with (&, g, Gp). Moreover, we are able to solve the algebraic equations (2.9) and
(2.23) for i and fip,, respectively, to obtain

1\ T
ﬂ(ﬂ——((é(t)f?(t)) ) BOTAO+aw]. tel),

. . . -\ T
(A29)  inti1) = — (9 (Enltin)) B (@n(0)) ")
B (@n(t:) " Mnlti1) + a (@n(t))] i=1,...,N.
Inserting this into the respective differential and difference equations yields
(A30)  A(t) = —AW®)TAE) — x(0), a.e. in [0,1],  A(1)=0,

Ao(ti) = —An(t)) " Antic) — xu(t:),  i=1,...,N, An(ty) =0,
with
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for i = 1,...,N. Then, by Lemma 3.2 and Lemma 5.1, there exists I'1 > 0 inde-
pendent of A such that

|4 = 4], <Two,  xa = xll, < T,

[, <o Ml <t Al <P e ST Rl < T

We recall )\h() N () (t —th1) + Ap(te_1) for t € (tg_1,tx), k =1,..., N. Thus,
using 0 = A(1) = Ap(t ( ~N) we obtain for ¢t € (t;_1, ;]

30 - (o) < [ 14)

N
+> | A(T) = An(ty)] ‘j‘h th—1 ‘+ |A(7)| ‘Ah An(te 1)‘d
k:ztk71
t N tr
+ [ = mwlar+ Y [ 1x) - xaw)dr
tiq k:itk_l
/HAHOO‘)\ ()| dr 4213 (0 + 1) + 2010

Hence, using the Gronwall Lemma yields
‘S\(t) - ih(t)‘ < Ty (v+h)exp (|| 4] (1—#) <Ts(v+h)

for T'y,T's > 0 independent of h. Finally, exploiting (A.29) and (A.30) we get

A=A STa@n) el STa(+R)
for I'y > 0 independent of h, which proves the assertion.
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