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Starting from the initial image v0(x) and by running (1.1) we construct a family
of functions (i.e images) {v(t, x)}t>0 representing restored versions of v0(x). The
diffusion coefficient µ1(|∇v|) is designed with this choice:

• Inside the regions where the magnitude of the gradient of v is weak, equation
(1.1) acts like the heat equation, resulting in isotropic smoothing.

• Near the boundaries where the magnitude of the gradient is large, the reg-
ularization is stopped and the edges are preserved.

The assumptions imposed on µ1 are usually
µ1 : [0,+∞) → [0,+∞) decreasing,
µ1(0) = 1, lims→+∞ µ1(s) = 0,

µ1(s) + 2sµ
′
1(s) > 0.

(1.2)

Typical example for an edge stopping function µ1 which, in fact, have been used by
Perona and Malik, is

(1.3) µ1(s) =
1

1 + s2/k2
(k > 0).

The Parameter k is a mesure for the steepness of an edge to be preserved. Un-
fortunately, with such a choice of the edge stopping function, it is not possible to
prove that the operator A1 defined by A1(u) = −div(µ1(|∇u|)∇u) in Perona-Malik
problem (1.1) is monotone. And then the Faedo-Galerkin method cannot be used
to prove that this problem is well posed. Apart of this inconvenient, numerical
approximations of (1.1) do not exhibit significant instabilities. This numerical per-
formance triggered many attempts to replace the Perona-Malik model by nearby
versions which, on one hand side, admit solid analysis in terms of existence and
uniqueness theorems, and, on the other hand side, possess essentially the same nu-
merical properties as (1.1). The first, and widely used approach is due to Catt　
and al. [9] who employ a space regularization. In this model ∇v is replaced by
∇vσ where vσ = Gσ ∗ v and ∗ is denoting convolution with respect to the space
variable and Gσ is the Gaussian with variance σ > 0. In [9] existence, uniqueness
and regularity of a solution has been established. At the same time Alvarez, Lions,
and Morel [4] investigated the diffusion equation

(1.4)
∂v

∂t
− µ1(|∇vσ|)|∇v|div

(
∇v
|∇v|

)
= 0.

It is shown in [4] that (1.4) possesses a unique global viscosity solution. Other spatial
regularizations of Perona Malik equations type have been proposed by Weickert in
[20]. Kichenssamy [16] has demonstrated in one dimension that any weak solution
of (1.1) must possess an infinitely differentiable initial condition for |∇v| > k. He
noticed that, even if v0 is smooth, there are minor perturbations of the initial value
problem for which weak solutions do not exist, thus the Perona-Malik model is
ill-posed in the sense of Hadamard. Zhang and al. [22] established that the Perona-
Malik equation in one dimension admits infinitely many weak solutions. Always
in the one dimensional case of (1.1) Gobbino and al. [13] exhibited that every
C1 solution on R is a function of the form v(x, t) = ax + b. Taheri and al. [15]
and Chen and al. [11] established that there exist infinitely many Young measure
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solutions [8] of (1.1) in one and two dimension. Recently Calder et al. [7] examined
a perturbed Perona-Malik equation, their perturbation technique is to consider the
diffusion equation as L2 gradient flows on integral functionals and then modify the
inner product from L2 to a Sobolev inner product. He establish a very general
existence and uniqueness result which applies to a family of high order diffusion
equations which are generalizations of the Perona-Malik equation.

Our approach consists to replace the Perona-Malik (1.1) model by the following
problem 

∂v
∂t − div(µ2(|∇v|)∇v) = 0, in Q,

v(x, 0) = v0(x), ∀x ∈ Ω,
∂v
∂n = 0, ∀x ∈ ∂Ω,∀t ∈ [0, T ].

(1.5)

Where µ2 = µ1 + α and α ∈ R∗
+.

In this case if µ1 verifies the assumptions (1.2) then µ2 verifies:
µ2 : [0,+∞) → [0,+∞) decreasing,
µ2(0) = 1 + α, lims→+∞ µ2(s) = α,

µ2(s) + 2sµ
′
2(s) > 0.

(1.6)

With such a choice of µ2 and by imposing additional conditions on µ2 the problem
of the monotony of the operator is surmounted. In this work we establish that
the problem (1.5) is well posed in the Hadamard sense and admits an unique weak
solution in L2(0, T,H1(Ω)) under suitable hypotheses on µ2. The proof is based
on Faedo-Galerkin method and the monotony of non linear differential operator. A
result of the convergence for finite element methods (FEM) that is very few inves-
tigated compared to the extensively discussed finite difference schemes is demon-
strated. Finally the non linear filter (1.5) is tested numerically and the obtained
results are sensibly the same to those obtained by the Perona-Malik model.

2. Existence and Uniqueness

We put H = H1(Ω) and V = L2(Ω). H is equipped with the scalar product
((u, v)) =

∫
Ω uvdx+

∫
Ω∇u∇vdx and its associated norm is ∥.∥. On the other hand,

the space V is provided with the scalar product (u, v) =
∫
Ω uvdx and its associated

norm |.|.
We first begin by giving some results that will be useful in the existence and unique-
ness proof of weak solution of the problem (1.5).

2.1. Preliminary results.

Lemma 2.1. Let δ be a function which verifies the following assumptions

i) δ : R+ −→ R+

ii) δ is continuous function
iii) lims→+∞ [δ(s)] = δ0, with δ0 > 0
iv) δ is differential continuous

v) s
∣∣∣δ′(s)∣∣∣ ≤ δ(s) ∀s ∈ R+
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Then the operateur A defined by:

(2.1) (A(v), w) =

∫
Ω
δ (|∇v|)∇v.∇wdx for v, w ∈ H,

is an operator monotone hemicontinuous, satisfying for all u, v ∈ H:

(2.2) (A(u)−A(v), u− v) ≥ inf
s∈R+

δ(s)|∇u−∇v|2.

Proof. see [1]. �

Remark 2.2. (1) The conditions (iii) and (iv) of Lemma 2.1 are not imposed
on µ1 in the Perona Malik problem, the choice of µ2 = µ1+α allows to check
the condition (iii) to µ2, imposing more the condition (iv) to the fucntion
µ2, the monotony of the operator A defined in (2.1) for δ = µ2 is ensured
by Lemma 2.1.

(2) If a function δ verifying hypotheses of lemma 2.1 is decreasing then the
condition (v) can be written δ(s) + 2sδ′(s) ≥ 0. Furthermore, due to (iii),
infs∈R+(δ(s)) = δ0.

Definition 2.3. A weak solution of (1.5) is a function v ∈ L2(0, T,H1(Ω)), dv
dt ∈

L2(0, T,H−1) that verifies∫
Ω

∂v(t)
∂t wdx+

∫
Ω µ2 (|∇v|)∇v.∇wdx = 0 ∀w ∈ H1(Ω)(2.3)

Before proving existence and uniqueness of weak solution of the problem (1.5),
we first study the existence and uniqueness of weak solution of the general following
problem 

∂u
∂t − div(µ(|∇u|)∇u) + αu = 0, in Q,

u(x, 0) = u0(x),∀x ∈ Ω,
∂u
∂n = 0, ∀x ∈ ∂Ω, ∀t ∈ [0, T ],

(2.4)

where the real α > 0 and the function µ are given.

Definition 2.4. A weak solution of (2.4) is a function u ∈ L2(0, T,H1(Ω)), du
dt ∈

L2(0, T,H−1) that verifies∫
Ω

∂u(t)
∂t wdx+

∫
Ω µ (|∇u|)∇u.∇wdx+ α

∫
Ω u.wdx = 0

∀w ∈ H1(Ω).
(2.5)

Theorem 2.5. Let u0 ∈ V and µ a decreasing function satisfying the hypotheses
of lemma 2.1 then, for all given real α > 0, there exists an unique global weak
solution u for problem (2.4) such that u ∈ L2(0, T,H) ∩ L+∞(0, T, V ) and u

′
=

du
dt ∈ L2(0, T,H

′
). With H

′
= H−1.

Proof. 1.Existence
The hypothesis (i− iii) involve that µ is bounded.
Notice that a = sups∈R+ µ(s) and b = infs∈R+ µ(s) exist and b = δ0.
By using lemma 2.1 we have for all u,w ∈ H:

(2.6) (A(u)−A(w), u− w) ≥ b|∇u−∇w|2,
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where the operateur A is defined by:

(2.7) (A(u), w) =

∫
Ω
µ (|∇u|)∇u.∇wdx for u,w ∈ H.

The existence demonstration is based on Faedo-Galerkin method. We consider the
spectral problem

(2.8) ((w, ν)) = λ(w, ν) ∀ν ∈ H.

Since the injection of H in V is compact, the problem (2.8) admits a sequence of
eigenvalues λj associated of eigenvectors wj such that

(2.9) ((wj , ν)) = λj(wj , ν) ∀ν ∈ H,

and (wj)j∈N is orthonormal in V and orthogonal in H. We denote uN (t) an approx-
imate solution of (2.5) defined by

uN (x, t) = uN (t)(x) ∈ [w1, ..., wN ] ,

uN (x, t) =

N∑
j=1

CN
j (t)wj(x).(2.10)

We have then
(u

′
N (t), wj) + (µ(|∇uN (t)|)∇uN (t),∇wj)

+α(uN (t), wj) = 0, 1 ≤ j ≤ N, t ∈ [0, T ] ,
with uN (., 0) = u0N (.) ∈ [w1, ..., wN ]

and u0N → u0 ∈ H.

(2.11)

With u0N =
∑N

j=0(u0, wj)wj .

Each CN
j (t) verifies

dCN
j (t)

dt = Gj(t, C
N
1 (t), ..., CN

N (t)) where Gj is a continuous func-
tion, then by using the Cauchy theorem we deduce that there exist a local solution
uN (t) of (2.11) on [0, TN ]. By multiplying (2.11) by CN

j (t) and by adding, we deduct
that:∫

Ω

∂uN (t)

∂t
uN (t)dx+

∫
Ω
µ (|∇uN (t)|) (∇uN (t))2dx+ α

∫
Ω
(uN (t))2 dx = 0.

Then

1

2

d

dt
|uN (t)|2 +

∫
Ω
µ (|∇uN (t)|) (∇uN (t))2dx

+ α

∫
Ω
(uN (t))2 dx = 0.

(2.12)

Due to the remark 1, b > 0 then∫
Ω
µ (|∇uN (t)|) (∇uN (t))2dx ≥ b

∫
Ω
(∇uN (t))2 dx.

From (2.12) we have

1

2

d

dt
|uN (t)|2 + b

∫
Ω
(∇uN (t))2 dx+ α

∫
Ω
(uN (t))2 dx ≤ 0.(2.13)
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Then

(2.14)
1

2

d

dt
|uN (t)|2 +min(α, b) ∥uN (t)∥2 ≤ 0.

There exists thus a constant C1 = |u0| > 0 and a constant C2 = |u0|2
2min(α,b) > 0

depending only on b, α and u0 such that{
|uN (t)| ≤ C1 and

∫ t
0 ∥uN (τ)∥2 dτ ≤ C2,

∀t ∈ [0, TN ] , ∀N ∈ N.(2.15)

We deduce that TN = T and that for all N ∈ N, uN ∈ L+∞(0, T, V ) ∩ L2(0, T,H).
Furthermore the sequence uN is bounded.
We will prove now that u

′
N ∈ L1(0, T,H

′
) for all N ∈ N and that the sequence u

′
N

is bounded in L1(0, T,H
′
) where H

′
= H−1.

Let PN be the projector of V on [w1, ..., wN ] thus PNh =
∑N

i=1(h,wi)wi. Therefore
(2.11) is written:

(2.16) u
′
N = −PNAuN − αPNuN .

We deduce through to the choice of wj that:

∥PN∥L(H,H) ≤ 1

hence by transposition (and since P ∗
N = PN )

(2.17) ∥PN∥L(H′ ,H′ ) ≤ 1.

Otherwise, let ν ∈ H, thus

(A(uN (t)), ν) ≤ a ∥uN (t)∥ ∥ν∥ .

then using (2.15), and by duality, we deduce that for all N ∈ N and for all t ∈ [0, T ],

(2.18) ∥A(uN (t))∥ ≤ a||uN (t)||

accordingly A(uN (t)) ∈ L2(0, T,H
′
) and A(uN (t)) is bounded. Finally, we deduce

from (2.16), (2.17), (2.18) and assumptions of the existence theorem that

(2.19) u
′
N ∈ L2(0, T,H

′
) and u

′
N is bounded in H ′

due to (2.15),(2.19) and by using compactness theorem (see [18]) we deduce that
we can extract a subsequence (um)m∈N such that

a) um ⇀ u in L2(0, T,H).
b) um → u weakly-* in L+∞(0, T, V ).
c) um → u in L2(0, T, V ) and a.e in Ω× [0, T ]

Furthermore for all m ∈ N, um satisfies (2.11) and A(um)⇀ χ in L2(0, T,H
′
).

Let ψ be a continuously differentiable function on [0, T ] such that ψ(T ) = 0.
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By multiplying (2.11) by ψ and integrating by parts it follows

(2.20)

−
∫ T

0
(um(t), ψ

′
(t)wj)dt+

∫ T

0
(A(um(t)), wjψ(t))dt

+ α

∫ T

0
(um, wjψ(t))dt

= (um(0), wj)ψ(0) = (u0m, wj)ψ(0),

passing to the limit, we obtain

(2.21)

−
∫ T

0
(u(t), ψ

′
(t)wj)dt+

∫ T

0
(χ(t), wjψ(t))dt

+ α

∫ T

0
(u,wjψ(t))dt

= (u0, wj)ψ(0), ∀wj

and then, by density, (2.21) holds for all ν ∈ H. So (2.21) is especially true for all
ν ∈ H and ψ ∈ D(0, T ). And we deduce that

(2.22) (u
′
(t), ν) + (χ(t), ν) + α(u(t), ν) = 0, ∀ν ∈ H,

within the meaning of distributions.
Otherwise, by multiplying (2.22) by ψ continuously differentiable (ψ(T ) = 0) and
integrating by parts, we obtain

(2.23)

−
∫ T

0
(u(t), ψ

′
(t)ν)dt+

∫ T

0
(χ(t), ψ(t)ν)dt

+ α

∫ T

0
(u, ψ(t)ν)dt = (u(0), ν)ψ(0).

Comparing (2.23) and (2.21) was written for ν was:

(u(0)− u0, ν)ψ(0) = 0,

ψ can be chosen such that ψ(0) = 1, thus

(u(0)− u0, ν)ν = 0, ∀v ∈ H

We will prove, in what follows, that

(χ(t), ν) = (A(u(t)), ν) ∀ν ∈ H ∀t ∈ [0, T ].

For m ∈ N and s ∈ [0, T ], we put

Xm =

∫ s

0
(A(um(t))−A(ν), um(t)− ν)dt ∀ν ∈ H.

Since A is monotone, we deduce that

Xm ≥ 0, ∀m ∈ R, ∀s ∈ [0, T ].

In the other hand, we have

Xm =

∫ s

0
(A(um(t)), um(t))dt−

∫ s

0
(A(um(t)), ν)dt−

∫ s

0
(A(ν), um(t)− ν)dt,



606 S. BOUJENA, E. EL GUARMAH, O. GOUASNOUANE, AND J. POUSIN

then

(2.24)

Xm =
1

2
|u0m|2 − 1

2
|um(s)|2 − α

∫ s

0
(um(t), um(t))dt

−
∫ s

0
(A(um(t)), ν)dt−

∫ s

0
(A(ν), um(t)− ν)dt.

Since um(t) → u(t) in L2(Ω) for all t ∈ [0, T ] then lim sup |um(t)| ≥ |u(t)|. It
follows that

Xm ≤ lim supXm ≤ 1
2 |u0|

2 − 1
2 |u(s)|

2 − α
∫ s
0 |u(t)|2dt

−
∫ s
0 (χ(t), ν)dt−

∫ s
0 (A(ν), u(t)− ν)dt.

(2.25)

Furthermore

|u(s)|2 − |u(0)|2

2
+ α

∫ s

0
|u(t)|2dt+

∫ s

0
(χ(t), u(t))dt = 0,

(obtained by taking v = u(t) in (2.22) and by integrating on [0, s]) thus∫ s

0
(χ(t)−A(ν), u(t)− ν) dt ≥ 0, ∀ν ∈ H, ∀s ∈ [0, t].

On the other hand, let λ > 0 and w ∈ H, we put ν = u(t) − λw for t ∈ [0, s] then
ν ∈ H and we have

λ

∫ s

0
(χ(t)−A((u(t)− λw)), w) dt ≥ 0, ∀w ∈ H, ∀s ∈ [0, T ],

and ∫ s

0
(χ(t)−A((u(t)− λw)), w) dt ≥ 0, ∀w ∈ H, ∀s ∈ [0, T ].

Using hemicontinuity of A, we deduce, for λ→ 0, that∫ s

0
(χ(t)−A(u(t)), w) dt ≥ 0, ∀w ∈ H, ∀s ∈ [0, T ]

whence ∫ s

0
(χ(t)−A(u(t)), w) dt = 0 ∀w ∈ H ∀s ∈ [0, T ]

and

(χ(t)−A(u(t)), w) dt = 0 ∀w ∈ H ∀s ∈ [0, T ].

In conclusion u(t) is a solution of the equation

(2.26)

(
∂u

∂t
(t), w

)
+ (A(u(t)), w) + α(u(t), w) = 0 w ∈ H,

such that

u(., 0) = u0(.),

and

u ∈ L+∞(0, T, V ) ∩ L2(0, T,H).
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2. Uniqueness
Let u1 and u2 two solutions of the problem (2.4), we have then for all w ∈ H and
all t ∈ [0, T ]

(2.27)

(
∂u1
∂t

(t)− ∂u2
∂t

(t), w

)
+ (A(u1(t))−A(u2(t)), w)

+ α (u1(t)− u2(t), w) = 0,

taking u1 − u2 = w and v = w(t), we can write:(
∂w

∂t
(t), w(t)

)
+ (A(u1(t))−A(u2(t)), w(t)) + α (w(t), w(t)) = 0,

then
1

2

d

dt
|w(t)|2 + (A(u1(t))−A(u2(t)), w(t)) + α|w(t)|2 = 0,

knowing, from (2.6) that

(A(u1(t))−A(u2(t)), w(t)) ≥ b ∥w∥2 ,
we deduce that

1

2

d

dt
|w(t)|2 = −(A(u1(t))−A(u2(t)), w(t))− α|w(t)|2 ≤ 0,

and
|w(t)|2 ≤ |w(0)|2 = 0.

Thus w(t) = u1(t)− u2(t) = 0 and the uniqueness is established.

Besides, taking into account (2.4) and (2.7), and knowing that u
′
(t) = −A(u(t))−

αu(t) in H
′
, we have

(A(u(t)), w) ≤ a ∥u(t)∥ ∥w∥ .
Then ∥A(u(t))∥H′ ≤ a ∥u(t)∥ for all t ∈ [0, T ]. Moreover A(u(t)) ∈ L2(0, T,H

′
) and

u
′ ∈ L2(0, T,H

′
). �

We state, in the following, our main theorem.

Theorem 2.6. Let v0 ∈ V and µ2 a decreasing function which satisfies the assump-
tions of lemma 2.1 then there exists an unique global weak solution v for problem
(1.5) such that v ∈ L2(0, T,H)∩L+∞(0, T, V ) and v

′
= dv

dt ∈ L2(0, T,H
′
). Further-

more
|v(t)| ≤ |v0| , ∀t ∈ [0, T ].

Proof. Let µ(s) = µ2(e
αts) and u the weak solution of problem (2.4) corresponding

to this choise of µ. Then
v(x, t) = eαtu(x, t)

is a weak solution of (1.5). In fact, since u is a weak solution of problem (2.4) then(
∂u

∂t
, w

)
+ (A(u), w) + α(u,w) = 0.

Multiplying by eαt and making the sum of the first and third term we have(
eαt

∂u

∂t
+ αeαtu,w

)
+ (eαtA(u), w) = 0.
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Whence (
eαt

∂u

∂t
+ αv,w

)
+ (eαtA(u), w) = 0,

and (
∂v

∂t
, w

)
+

∫
Ω
µ
(
|e−αt∇v|

)
eαt∇

(
e−αtv

)
∇wdx = 0.

Thus (
∂v

∂t
, w

)
+

∫
Ω
µ
(
e−αt|∇v|

)
∇v∇wdx = 0,

or also (
∂v

∂t
, w

)
+

∫
Ω
µ2 (|∇v|)∇v∇wdx = 0.

We deduce then that v is a weak solution of problem (1.5).
The uniqueness of the weak solution of the problem (2.4) implies the uniqueness of
the weak solution of the problem (1.5).
By theorem 1 we have u ∈ L2(0, T,H) ∩ L+∞(0, T, V ) then v ∈ L2(0, T,H) ∩
L+∞(0, T, V ). On the other side we have dv

dt = αeαtu+ eαt dudt and u
′ ∈ L2(0, T,H

′
)

then v
′ ∈ L2(0, T,H

′
).

Otherwise taking w = v in(
∂v

∂t
, w

)
+

∫
Ω
µ2 (|∇v|)∇v∇wdx = 0

we obtain
1

2

d

dt
|v(t)|2 +

∫
Ω
µ2 (|∇v|)∇v∇vdx = 0.

Then
1

2

d

dt
|v(t)|2 = −

∫
Ω
µ2 (|∇v|) |∇v|2 dx.

Now using the non negativity of µ2, we deduce

1

2

d

dt
|v(t)|2 ≤ 0

and
|v(t)| ≤ |v0| , ∀t ∈ [0, T ].

�
Theorem 2.7. Let µ2 a decreasing function which satisfies the assumptions of
lemma 2.1 and v (respectively w) the weak solution of (1.5) corresponding to the
initial condition v0 (respectively the weak solution of (1.5) corresponding to the
initial condition w0) then,

|v(t)− w(t)| ≤ |v0 − w0| , ∀t ∈ [0, T ].

Proof. Since v is the weak solution of (1.5) corresponding to the initial condition v0
and w is the weak solution of (1.5) corresponding to the initial condition w0 then,
for all φ ∈ H and all t ∈ [0, T ], we have(

∂v

∂t
(t)− ∂w

∂t
(t), φ

)
+ (A(v(t))−A(w(t)), φ) = 0,(2.28)
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where A is the operator defined in the lemma 2.1 corresponding to δ = µ2. Taking
v − w = ψ and φ = ψ(t), we can write:(

∂ψ

∂t
(t), ψ(t)

)
+ (A(v(t))−A(w(t)), ψ(t)) = 0,

then
1

2

d

dt
|ψ(t)|2 + (A(v(t))−A(w(t)), ψ(t)) = 0,

knowing, from (2.2) that

(A(v(t))−A(w(t)), ψ(t)) ≥ inf
s∈R

µ2(s) ∥ψ∥2 ,

we deduce that

1

2

d

dt
|ψ(t)|2 = −(A(v(t))−A(w(t)), ψ(t)) ≤ 0,

and

|ψ(t)|2 ≤ |ψ(0)|2 .
Thus

|v(t)− w(t)| ≤ |v0 − w0| , ∀t ∈ [0, T ].

�

3. Error Estimation

Let Th>0 be a shape-regular uniform triangulation of Ω. For all h > 0, we denote
by Vh the finite dimensional approached sub-space of V by a Lagrange first order
finite element method. Qh designates the L2 interpolation operator from H into
Vh ⊂ V then, thanks to the stability of the L2(Ω) projection on H1(Ω) ([6], [5]),
there exists a constant c independant of h such that

(3.1) |Qhv| ≤ c|v| , ∀v ∈ V.

For s ≥ 1, we introduce the semi norm defined in Hs by

|v|s,Ω =

∑
|ξ|=s

|∂ξv|2
1/2

.

Theorem 3.1 (global interpolation error). Let s > 1, for all h > 0 and for any
function v in Hs

|v −Qhv|+
2∑

m=1

hm

 ∑
K∈Th

|v −Qhv|2m,K

1/2

≤ Ch2|v|2,Ω.

If h is sufficiently small and Vh is H1-conforme, we have

∀h, ∀v ∈ Hs(Ω), ∥v −Qhv∥ ≤ Ch|v|2,Ω.

.

Proof. see ([12]). �
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Theorem 3.2. Let h > 0 and µ2 a decreasing function verifying hypotheses of
lemma 2.1. Let v be the weak solution of (1.5) and vh be the solution of the ap-
proximated weak formulation of (1.5) defined on Vh. If v ∈ C1(0, T,H2(Ω)), then
we have the following error estimation

|v(t)− vh(t)| ≤ κCh

(
h|v|2,Ω + |v|2,Ω + h|∂v

∂t
|2,Ω

)
+ et/2|eh(0)|,

where C is the interpolation constant, a2 = sups∈R µ2(s), κ = max(

√
eT−1√
2b2

a2(1 +

max(1, c)),
√
eT − 1, 1) and θ ∈]0, 1[

Proof. We have

(3.2)

(
∂v

∂t
, wh

)
+ (µ2(|∇v|)∇v,∇wh) = 0,

and

(3.3)

(
∂vh
∂t

, wh

)
+ (µ2(|∇vh|)∇vh,∇wh) = 0,

then (
∂v

∂t
− ∂vh

∂t
, wh

)
+ (A(v)−A(vh), wh) = 0.

Adding and subtracting ∂Qhv
∂t to the first term and A(Qhv) to the second term we

obtain(
∂v

∂t
− ∂Qhv

∂t
+
∂Qhv

∂t
− ∂vh

∂t
, wh

)
+ (A(v)−A(Qhv) +A(Qhv)−A(vh), wh) = 0,

but we have (
∂Qhv

∂t
− ∂vh

∂t
, wh

)
+ (A(Qhv)−A(vh), wh)

= −(
∂v

∂t
− ∂Qhv

∂t
, wh)− (A(v)−A(Qhv), wh).

Then by setting η = v − Qhv, eh = Qhv − vh and taking wh = eh, the previous
equality becomes:

(3.4)
1

2

d

dt
|eh|2 + b2|∇eh|2 ≤ | ∂

∂t
η||eh|+(A(v)−A(Qhv), eh),

where b2 = infs∈R µ2(s). On the other hand

(A(v)−A(Qhv), eh) = (A(v), eh)− (A(Qhv), eh)

=

∫
Ω
[µ(|∇v|)∇v − µ(|∇Qhv|)∇Qhv]∇ehdx

=

∫
Ω
[µ(|∇v|)∇v − µ(|∇v|)∇Qhv + µ(|∇v|)∇Qhv − µ(|∇Qhv|)∇Qhv]∇ehdx

=

∫
Ω
µ(|∇v|)[∇v −∇Qhv]∇ehdx+

∫
Ω
[µ(|∇v|)− µ(|∇Qhv|)]∇Qhv∇ehdx

Applying the mean value theorem, there exists θ ∈]0, 1[ such that

(A(v)−A(Qhv), eh) ≤ a2|∇v −∇Qhv||∇eh|
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+

∫
Ω

⌊
µ′(θ|∇v|+ (1− θ)|∇Qhv|)

⌋
⌊∇Qhv∇eh⌋ ⌊|∇v| − |∇Qhv|⌋ dx

where a2 = sups∈R µ2(s) and ⌊.⌋ denotes the absolute value.
Let β = θ|∇v|+(1−θ)|∇Qhv| and Y =

∫
Ω ⌊µ′(β)⌋ ⌊∇Qhv∇eh⌋ ⌊|∇v| − |∇Qhv|⌋ dx.

We have

Y =

∫
Ω
β
⌊
µ′(β)

⌋ ⌊∇Qhv∇eh⌋ |∇v −∇Qhv|
β

dx ≤ a2

[∫
Ω

|∇v −∇Qhv|
β

⌊∇Qhv∇eh⌋ dx
]

We know that

|∇Qhv| ≤ c|∇v|
Case 1: if c < 1 then |∇Qhv| ≤ |∇v| so

θ|∇v|+ (1− θ)|∇Qhv| ≥ θ|∇Qhv|+ (1− θ)|∇Qhv| = |∇Qhv|

Thus

Y ≤ a2

∫
Ω

⌊∇Qhv∇eh⌋
|∇Qhv|

dx

≤ a2
|∇Qhv|

∫
Ω
⌊∇Qhv∇eh⌋ dx

≤ a2
|∇Qhv|

|∇Qhv||∇eh|

≤ a2|∇eh|

Case 2: if c ≥ 1 then we distinguish two cases

• if |∇v| < |∇Qhv| < c|∇v|
we have

θ|∇v|+ (1− θ)|∇Qhv| ≥ |∇v|
then

Y ≤ a2

∫
Ω

⌊∇Qhv∇eh⌋
|∇v|

dx

≤ a2
|∇v|

|∇Qhv||∇eh|

≤ a2c|∇eh|

• if |∇Qhv| < |∇v| < c|∇v| we have

θ|∇v|+ (1− θ)|∇Qhv| ≥ θ|∇Qv|+ (1− θ)|∇Qhv| ≥ |∇Qhv|

then

Y ≤ a2

∫
Ω

⌊∇Qhv∇eh⌋
|∇Qhv|

dx ≤ a2
|∇Qhv|

|∇Qhv||∇eh| ≤ a2|∇eh|

Thus

(A(v)−A(Qhv), eh) ≤ a2|∇v −∇Qhv||∇eh|+ sup(1, c)a2|∇v −∇Qhv||∇eh|
≤ a2(1 + sup(1, c))|∇v −∇Qhv||∇eh|
≤ a2 ∥η∥ (1 + sup(1, c))|∇eh|
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and the inequality (3.4) becomes

1

2

d

dt
|eh|2 + b2|∇eh|2 ≤

1

2
| ∂
∂t
η|2 + 1

2
|eh|2 +

1

4b2
(a2(1 + sup(1, c)))2 ||η||2

+ b2 |∇eh|2

Then
d

dt
|eh|2 ≤ | ∂

∂t
η|2 + 1

2b2
(a2(1 + sup(1, c)))2 ||η||2 + |eh|2.

By applying Gronwall’s lemma we obtain

|eh|2 ≤ et|eh(0)|2 +
∫ t

0
e(t−s)f(s)ds, ∀t ∈ [0, T ]

with f(s) = | ∂∂tη(s)|
2 + 1

2b2
(a2(1 + sup(1, c)))2 ||η(s)||2.

Then

|eh|2 ≤ sup
0≤τ≤t

|∂η(τ)
∂t

|2(eT − 1) + et|eh(0)|2

+
1

2b2
(a2(1 + sup(1, c)))2 sup

0≤τ≤t
||η(τ)||2(eT − 1)

Hence

|eh| ≤ sup
0≤τ≤t

(
|∂η(τ)
∂t

|
)√

eT − 1 + et/2|eh(0)|

+
1√
2b2

(a2(1 + sup(1, c))) sup
0≤τ≤t

||η(τ)||
√
eT − 1

We put ϵ(t) = v(t) − vh(t) then, from the triangle inequality, we have |v − vh| ≤
|eh|+ |η| and we deduce

|ϵ(t)| ≤ sup
0≤τ≤t

(
|∂η(τ)
∂t

|
)√

eT − 1 + et/2|eh(0)|+ sup
0≤τ≤t

|η(τ)|

+

√
eT − 1√
2b2

(a2(1 + sup(1, c))) sup
0≤τ≤t

||η(τ)||,

Therefore

|ϵ(t)| ≤ κ

[
sup

0≤τ≤t

(
|η(τ)|+ |∂η(τ)

∂t
|+ ||η(τ)||

)]
+ et/2|eh(0)|.

With κ = max(

√
eT−1√
2b2

a2(1 +max(1, c)),
√
eT − 1, 1).

Using interpolation theorem (see [12]) we deduce

|ϵ(t)| ≤ κCh
(
h|v|2,Ω + |v|2,Ω + h|∂v∂t |2,Ω

)
+ et/2|eh(0)|.

�
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4. Numerical approximation and simulations

4.1. Discretization. We consider the Galerkin finite element method for the dis-
cretization of (1.5).
Let Vh =

{
w ∈ C0(Ω), w|Σ ∈ P 1

}
denotes the approximation space where Σ is a

partition of Ω. The Galerkin finite element formulation consists in finding a func-
tion vh ∈ Vh such that:

(4.1)

∫
Ω

∂vh(t)

∂t
wdx+

∫
Ω
µ (|∇vh|)∇vh.∇wdx = 0,

for all w ∈ Vh and t ∈ [0, T ].
Let 0 = t0 < t1 < t2 < ... < tn+1 = T be a subdivision of [0, T ] with uniform time
step ∆t = tn − tn−1 for some n > 0.
The backward Euler scheme is considered for (4.1) in the time discritization and we
formulate the nonlinear cofficient µ (|∇vh|) by using the previous scale step value
vnh . Thus the discrete equation is

(4.2)
1

∆t

∫
Ω
(vn+1

h − vnh)wdx+

∫
Ω
µ (|∇vnh |)∇vn+1

h ∇wdx = 0,

for all w ∈ Vh and n > 0. The stepsize ∆t should be chosen less then 0.25 in orther
to result in a stable solution scheme [3].
Assume a basis of the finite-dimensional space Vh is (φ1, ..., φp), p > 0. Taking

w = φj(x) for j = 1, 2, .., p and using the representation vn+1
h (x) =

∑p
i=0 v

n+1
i φi(x)

where vn+1
i are unknown, the system (4.2) can be trasformed into the discrete linear

equation expressed as

(A+∆tB)Un+1 = AUn

Where

Un =

 vn1
...
vnp

 , Aij =

∫
Ω
φiφjdx, and Bij =

∫
Ω
µ (|∇vn|)∇φi.∇φjdx.

A is so called mass matrix and B is the stifness matrix. Thus the discrete solution
can be found efficiently by preconditioned conjugate gradient methods.

4.2. Numerical simulations and interpretation. In this section we present the
results of numerical experiments to show the perfermance of our model and compare
it with a nonlinear Perona-Malik diffusion filter with Galerkin discretization. All
testing problems were performed on a PC with Intel(R) Core(TM) 2 Duo Proces-
sor=2.00GHz.
The discret scaling step is selected to be ∆t = 10−3 for boths models. We set the
constant α = 10−6 and the nonlinear diffusion coefficient µ(s) = 1/

√
1 + s2 + α.

Table 1 shows the sensitivity analysis with respect to the values of the parameter
α on an image of size 70× 70 affected by different type of noise.
In all these calculations a continuous piecewise affine finite element method has
been applied for space discretization. For this each side of the picture has been sub-
divided into equal intervals and the resulting rectangular net has been triangulated
by the first diagonal. We use the popular measurement Signal-to-noise ratio (SNR)
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for the gray scale image and the peak Signal-to-noise ratio (PSNR) for color image.
In figure 1, top left image shows a noisy image affected by gaussian noise (15 %).
Middle top image presents the restored image obtained by the proposed non linear
diffusion model. It well preserves the details and edges while effectively removing
noise. The restoration result indicates that the proposed model can improve the
visual of images. Top right image shows the result obtained by using the Perona
Malik diffusion model. We note that we obtaine almost the same SNR but with less
computation time than Perona-Malik model.
In figure 2, left image depicts a noisy image affected by gaussian noise (30 %). Mid-
dle image presents the restored image obtained from the proposed diffusion model.
The diffusion result improves the mottled background, but also retains the edges.
Right image shows the result obtained from the Perona Malik diffusion model.
In figure 3, top left image is a noisy image affected by salt-pepper noise. middle top
image presents the result obtained by the proposed non linear diffusion model, The
proposed method can eliminate the speckled background and preserve the edges.
top right image shows the result from the Perona Malik diffusion model.
In figure 4, we smooth an initial 128×128 pixel image affected by speckle noise. (a)
noisy image, (b) restored image obtained by using the proposed non linear model,
(c) restored image obtained by Perona Malik
Figure 5 presents the results obtained on image (220×220) affected by poisson noise
from the proposed diffusion and from the Perona Malik diffusion. We can notice an
increase in SNR (0.06dB).
Figure 6 shows the results on a color image (171×171) affected by Gaussian noise.
Again, we note the reduction of noise effects.
In figure 7, right image is a noisy color image (Lena image) affected by poisson
noise. Middle image presents the result from the proposed diffusion model. Right
image shows the result from the Perona Malik diffusion model. We can notice an
increase in PSNR (0.02 dB).
In figure 8, (a) initial signal. (b) noisy signal affected by gaussian noise. (c) presents
the restored signal obtained by the proposed non linear diffusion model. (d) shows
the result obtained by using the Perona Malik diffusion model. (e) presents both
(c) and (d) figures.
In figures 9 and 10, (a) initial image (degraded). (b) presents the result from the
proposed diffusion model, we can observe that it well preserves the details and edges
while effectively removing noise and improves the quality of the degraded image.
(c) shows the magnitude (|∇v|) of the initial image. Note that the resulting image
is blurred and the edges is not clear. (d) magnitude (|∇v|) of the resored image (b),
contours are now more clearer.
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example 1: Gaussian noise 15%

noisy image (258×258
pixels): Gaussian addi-
tive noise 15%.

restored image by own
model, SNR=26,03
CPU=2621 s.

restored image by P-
M model, SNR=26,04
CPU=2702 s.

(a) SNR (own model) (b) SNR (Perona-Malik)

Figure 1. Restoration results after 27 scales. (a) behavior of SNR
with our model; (b) behavior of SNR with Perona-Malik model.

example 2: Gaussian noise 30%

noisy image (128×128
pixels): Gaussian noise
30%.

restored image by own
model, SNR=18,30
CPU=557 s.

restored image by P-
M model, SNR=18,31
CPU=514 s.

Figure 2. Restoration results after 52 scales.
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example 3: Salt and Pepper noise

noisy image (160×160
pixels): Salt-Pepper
noise.

restored image using
own model, SNR=18,07
CPU=1084 s.

restored image using
Perona Malik model,
SNR=18,11 CPU=1078
s.

Corresponding surface
to the noisy image

Corresponding surface
to the restored image
obtained by using own
model

Corresponding surface
to the restored im-
age obtained by using
Perona-Malik model

Figure 3. In this experiment Salt and Pepper noise is added to
image. In the middle we show the smoothed image obtained after 49
scales with model (2.4). Right image is the smoothed image obtained
with Perona-malik equation after 49 scales.
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example 4: Speckle noise

(a) noisy image
(128×128 pixels):
Speckle noise.

(b) restored image using
own model, SNR=16,27
CPU=599 s.

(c) restored image using
Perona malik model,
SNR=16,41 CPU=637
s.

Figure 4. results of the noisy image (128×128 pixels) affected by
Speckle noise using model (2.4) and Perona-Malik equation after 47
scales.

example 5: Poisson noise

noisy image (220×220
pixels): Poisson noise.

restored image using
own model, SNR=20,66
and CPU=1427 s.

restored image us-
ing Perona Malik
model, SNR=20,63 and
CPU=1557 s.

Figure 5. numerical experiment for filtering the noisy image
(220×220 pixels) corrupted by Poisson noise using model (2.4) and
Perona-malik equation after 11 scales.
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example 6: (color image) Gaussian noise

noisy image (171×171
pixels): Gaussian
noise(mean 0 and
variance 0.03).

restored image us-
ing own model,
PSNR=21,04
CPU=1475 s.

restored image us-
ing Perona Malik
model, PSNR=21,04
CPU=1491 s.

Figure 6. The denoising effect obtained by (2.4) and Perona-malik
equation after 23 scales. The initial condition is a image (171×171
pixels) affected by a Gaussian additive white noise.

example 7: (color image) Poisson noise

noisy image (204×204
pixels): Poisson noise.

restored image us-
ing own model,
PSNR=25,91
CPU=5020 s.

restored image us-
ing Perona Malik
model, PSNR=25,89
CPU=5123 s.

Figure 7. Left to right: initial image (171×171 pixels) affected by
a Gaussian additive white noise, image after 25 scales with (2.4),
result with Perona-malik equation.
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example 8: Signal 1D

(a) original signal (b) noisy signal.

(c) restored signal (our model) (d) restored signal (Perona).

(e) comparison

Figure 8. Restauration results of the noisy signal 1D. (a) initial
image; (b) noisy image affected by gaussian noise; (c) restored image
obtained by using model (1.5); (d) restored image obtained by using
model (1.1); (e) comparison of (c) and (d).
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example 9: Restauration and edge detection

(a) initial image (b) restored image.

(c) edge of initial image (d) edge of restored image.

Figure 9. Restauration and segmentation results of the noisy image
using model (2.4). (a) initial image; (b) restored image obtained
by using model (1.5); (c) magnitude |∇u| of the initial image; (d)
magnitude |∇u| of the restored image

Gaussian noise 15% Salt & Pepper noise Speckle noise Poisson noise
α SNR α SNR α SNR α SNR

10−6 20.4317 10−6 17.5082 10−6 19.5440 10−6 23.8519
10−5 20.8667 10−5 18.1482 10−5 19.1032 10−5 23.7871
10−4 20.5691 10−4 17.8226 10−4 16.9765 10−4 22.9705
10−3 16.7612 10−3 12.8298 10−3 12.3240 10−3 17.3813
10−2 12.0910 10−2 09.7034 10−2 09.3051 10−2 11.7947
10−1 08.4894 10−1 05.3651 10−1 05.2718 10−1 08.3184
1 04.1993 1 00.9195 1 00.1940 1 04.0967

Table 1. Influence of the parameter α on the SNR of the image
denoising result by the proposed model.
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example 10: Restauration and edge detection

(a) initial image (b) restored image.

(c) edge of initial image (d) edge of restored image.

Figure 10. (a) initial image; (b) restored image obtained by using
model (1.5); (c) magnitude |∇u| of the initial image; (d) magnitude
|∇u| of the restored image

5. Conclusion

We propose, in this work, a modified version of the Perona-Malik model for edge
detection and image restoration. The particularity of this model lies in the fact
that we consider new diffusion functions other than those proposed by Perona-
Malik. With such choice, we overcome the inherent difficulty of the monotony of
the differential operator associated with the model. This new version keeps all the
advantages of the original model and avoids its drawbacks. Indeed the mathemat-
ical analysis of the PDE problem permits to establish an existence and uniqueness
of the solution in an Hilbert space. And this study is completed by a numerical
analysis for the finite element method conducted by means of an error estimation
under suitable hypotheses.
Furthermore, numerical simulations on various images are compared to those ob-
tained using Perona-Malik model. Their interpretation proves the effectiveness of
the proposed model. Our future work will be consecrated to the development of a
finite element method algorithm with less computation time. On the other hand we
want to apply this nonlinear mathematical model for image-based 3D reconstruc-
tion.
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