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ON CROFT, FALCONER AND GUY QUESTIONS OF
UNIQUENESS FOR BODIES OF REVOLUTION

M. ANGELES ALFONSECA™, DMITRY RYABOGIN, ALINA STANCU, AND VLAD YASKIN

ABSTRACT. We prove that if a convex body of revolution K C R* has the prop-
erty that its floating body and its body of centers are concentric Euclidean balls,
then K is a Euclidean ball.

1. INTRODUCTION

In [24, Problem 19], Ulam proposed the following problem: If a convex body
K C R? made of material of uniform density 5 € (0,1) floats in equilibrium in any
orientation in a liquid of density 1, must K be a Euclidean ball?

The surface of centers S5(K) of a convex body K of density § € (0,1) is defined
as the geometric locus of all the centers of mass of the submerged part of K in each
orientation, and the body of centers is the body whose boundary is the surface of
centers (see Section 2 for a precise definition). It is known that the condition of
floating in equilibrium in all orientations is equivalent to the fact that the surface
of centers of K is a sphere centered at the center of mass of K (see, for example
[12], [20], [21], [9, Chapter XXIV]).

Given ¢ € (0,1), for each orientation of K, there is a unique water surface (the
plane cutting off the portion of K of volume dvolz(K)) corresponding to the sub-
merged body in that orientation. If we assume that K is fixed in one position, while
the water surfaces are rotated, the Dupin floating body K5 of K is defined as the
envelope of all the water surfaces [8]. It is an open question whether the Euclidean
ball is the only convex body whose Dupin floating body is a Euclidean ball.

In [7, p. 19], Croft, Falconer and Guy posed a series of problems of Ulam’s type;
see also the related classical questions of Busemann and Petty [6]. Consider a body
K in R? and a collection of affine planes {H(£)} with normal &, for every unit
vector ¢ in R?. Assume that the body K is such that one (or more) of the following
conditions are satisfied:

(V) The volumes cut off from K by each plane H (&) in the collection are equal
in every direction €.
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(I) All the sections K N H(&) have constant equal principal moments of inertia

Ixene@) = [ dist?(1,v)dv with respect to the lines I passing through the
KNH(&)
center of mass of the sections.

(A) All the sections K N H () have equal area.

(P) All the sections K N H(§) have equal perimeter.

(S) The surface areas cut off from the boundary of K by each plane H (&) are
equal in every direction &.

Croft, Falconer and Guy ask if any two of these constraints imply that the body
must be a ball. They point out that Ulam’s problem is equivalent to Problem
(V,I) in their formulation (see [21, Thm 1] for a proof of this fact). Of course, the
questions can be posed in any dimension d > 3 and additional conditions can be
added to the list, for example:

(H) The distance from H (&) to the origin is positive and independent of &.

The answer to Ulam’s problem (V,I) when d > 3 and § = 1/2 has been shown
to be negative in [20], but it was known to be positive when K = —K [10, 22] (see
also [15, 11]). Problem (V, A) also has a negative answer when 6 = 1/2, and (4, I),
(A, P) have a positive answer in the class of bodies of revolution for all densities
[1].

For the two-dimensional version of Ulam’s problem, Auerbach [2] found coun-
terexamples in the case § = 1/2. For some specific densities less than 1/2, Bracho,
Montejano and Oliveros [5] proved that the answer is affirmative, while Wegner
[25, 26] has found counterexamples for other densities. In general, the question is
open.

What happens if we impose three conditions rather than two? In this paper we
consider the (V, I, H) and the (V, A, H) problems:

Problem 1.1. Let K be a convex body in R?, d > 3, with density § € (0,1). If
both the body of centers and the Dupin floating body Ks of K are Euclidean balls,
does it follow that K is a Euclidean ball?

Problem 1.2. Let K be a convex body in R?, d > 3, with density § € (0,1). If
the Dupin floating body K|5) of K is a Euclidean ball, and the areas of the sections
K N H(&) are constants independent of &, does it follow that K is a Euclidean ball?

In dimension 2, the answer to both problems is known to be affirmative, in fact
conditions (V, H) and (A, H) are enough to conclude that K is a disc [4, 13]. In
dimensions 3 and higher, both problems are open. Kurusa and Odor also proved
that the answer to Problem 1.1 is affirmative under an additional normalization
condition: Denoting the unit Euclidean ball by B, they show that if voly(K) =
voly(B), Ki5) = Bis) and S5(K) = S5(B), then K = B. We improve their result by
showing that the last hypothesis is not needed.

Theorem 1.3. Let K be a convex body in RY, d > 3 with density § € (0,1/2). If
VOld(K) = VOld(B) and K[(g] = B[(ﬂ; then K = B.

We also give an affirmative answer to Problem 1.1 in dimension 4 in the class of
bodies of revolution, for any density § € (0,1/2).
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Theorem 1.4. Let K C R* be a convex body of revolution with C' boundary and
density 6 € (0,1/2), such that its body of centers S5 and its Dupin floating body are
concentric Fuclidean balls, with center at the center of mass of K. Then K is a
FEuclidean ball.

Similarly, one can show that Problem 1.2 also has an affirmative answer in the
same class of bodies.

Theorem 1.5. Let K be a convex body of revolution in R* with C* boundary, center
of mass at the origin and containing the Fuclidean ball of radius t centered at the
origin in its interior. Let {H(§)}ecgs be the collection of hyperplanes tangent to
this ball, such that K satisfies conditions (V, A) for this collection. Then K is a
Euclidean ball.

In the proofs of Theorems 1.4 and 1.5 we rewrite the hypotheses as a system of
nonlinear ODEs with a Cauchy type condition at infinity. To obtain the affirmative
answer, we show the asymptotical instability of the system. The proof of Theorem
1.5 is almost identical to the one of Theorem 1.4.

2. NOTATION AND AUXILIARY RESULTS

A convex body K C R, d > 2, is a convex compact set with non-empty interior
int’. Given ¢ € S9! we denote by £+ = {p € R? : p-¢ = 0} the the subspace
orthogonal to &, where p- & = p1&1 + -+ - + pg€q is the usual inner product in R
The center of mass of a convex body L C R will be denoted by C(L),

1
C(L) = ol (D) /xdfv.
L

We say that a hyperplane H is the supporting hyperplane of a convex body L if
LNH#Q, butint LNH = (.

For d > 2 we denote by S%! the unit sphere in R? centered at the origin, and
by B$(r) the Euclidean ball in R? with center at the origin and radius r. We will
write B for B¢(1) when the dimension is clear. We will denote by x4 the volume of
B$(1) and by o4_1 the surface area of S¢~1,

Let K C R? be a convex body and let § € (0,1) be fixed. Given a direction
€€ 8% and t = t(¢) € R, we call a hyperplane

(2.1) H() =Hi(€) ={peR?: p-£=1t},
the cutting hyperplane of K (or the water surface) in the direction &, if
volg(K N H™(§))
voly(K)
We recall several facts and definitions from fluid mechanics; see [20], [21], [9, Ch.
XXIV] or [27].

Definition 2.1. Let § € (0,1), let £ € S9!, and let C(§) = C5(¢) be the center of
mass of the submerged part K N H~(£) satisfying (2.2). A convex body K floats in
equilibrium in every orientation & € S at the level § if (2.2) holds and the line

(2.2) =6, H (={peR’: p- &<t}



1136 M. A. ALFONSECA, D. RYABOGIN, A. STANCU, AND V. YASKIN

£(§) connecting C(K) with Cs(€) is orthogonal to the “free water surface” H(§), i.e.,
the line £(§) is “vertical” (parallel to &).

Definition 2.2. The geometric locus of {Cs(&) : & € S97'} is called the surface
of centers S = S;, or the surface of buoyancy. The body of centers ICs is the body
whose surface is Sjs.

In order to obtain analytic expressions equivalent to conditions (V, I, A), we need
to introduce the concepts of characteristic points of a family of hyperplanes and of
moments of inertia.

Definition 2.3. For d > 2, let Q be a set of hyperplanes in R?, so that for each
¢ € 8?1 there is a unique corresponding hyperplane H = H(¢) € Q orthogonal to
€. Let H € Q and let I be a (d — 2)-dimensional subspace parallel to H. Assume
also that for any sequence {Hj}?°, C Q parallel to I' and converging to H, the
limit IIp(H) = limg_,oo H N Hy, exists. A point e € H is termed the characteristic
point of Q relative to H if, for any I' and {H}72, as above, e belongs to Il (H).

We remark that by writing that a sequence of hyperplanes {H;}°,, Hy =
Hy, (&), converges to H(§) = Hy(§) as k — oo if & — &, ty, — .

Olovjanischnikoff [19] proved the equivalence between the constant volume con-
dition (V) and the fact that the characteristic points of the collection of cutting
hyperplanes are exactly the centers of mass of the sections of K by these hyper-
planes. A proof of this result can be found in [20, Theorem 3].

Theorem 2.4. Let d > 3, let K C RY be a convex body, and let 6 € (0,1). The
characteristic points of the family of cutting hyperplanes {H (€) : € € S} for which
equation (2.2) holds are the centers of mass of the sections {K N H(E) : € € S41}.

Conversely, if the characteristic points of the family of hyperplanes {H () : £ €
SI=1Y intersecting the interior of K and corresponding to the sections {K N H(¢) :

¢ € 81} coincide with the centers of mass of these sections, then the function

§ . volg(KNH ™ (§))

voly(K) is constant on S9=' and the constant is equal to some § € (0,1).

Next, we recall the notion of moment of inertia, [27, p. 553]. Let d > 3, let
§ € (0,1), and let ¢ € S be any direction. Consider a convex body K and an
affine (d — 1)-dimensional subspace H({) defined by (2.1) such that (2.2) holds.
Choose any (d—2)-dimensional affine subspace | C H(§) passing through the center
of mass C(K N H(¢)), and let 71, ...,74_2,7M4_1 be an orthonormal basis of £+ =
{peR?: p-& =0} such that

(23)  1=C(KNH(E))+span(ni,...,nas), H(E)=CKNHE)+E

Definition 2.5. The moment of inertia Ixnpg)(l) of KN H(§) with respect to [ is
defined as

(2.4) IKQH(@(Z) = / distz(l, v)dv = / (u- 77d—1)2 du,
KNH (&) KNH(§)—-C(KNH(£))

where dist(l,v) = min |u — v|.
{u€l}
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Ulam’s problem can now be restated as problem (V) I). A proof of this fact can
be found in [21, Thm. 1].

Theorem 2.6. Let d > 3, let K be a convex body and let 6 € (0,1). If K floats in
equilibrium at the level § in every orientation, then V& € S9! the cutting sections
KNH(E) have equal moments of inertia Ixnpe)(l) for all (d—2)-dimensional affine
subspace | C H () passing through the center of mass C(K N H(E)).

Conversely, if C(S) = C(K) and for every cutting hyperplane H(€), € € S, the
cutting section K N H (&) have equal principal moments of inertia, then a C1-smooth
body K floats in equilibrium in every orientation at the level §.

Finally, we recall the notion of Dupin floating body. The floating body K[s of K
was introduced by C. Dupin in 1822 [8].

Definition 2.7. A non-empty convex set Ki5 is the Dupin floating body of K if
each supporting hyperplane H (&) of Kig), £ € Sa=1 cuts off a set K N H™ (&) of
fixed volume satisfying (2.2).

We remark that K5 does not necessarily exist for every convex K, (see [14] or
[16], Chapter 5), but if K has a sufficiently smooth boundary and § > 0 is small
enough (as is the case under our assumptions), then K5 exists [14, Satz 2]. We
refer the reader to [3] and [23] for further information about convex floating bodies.

3. PROOF OF THEOREM 1.3

We assume that (B)s = K; and volg(K) = volg(B). Then, for each £ € S1, we
have

volg(K N{z-§>1t})  wvolg(BN{x-§>t})

(3:-1) 0= volyg(K) N voly(B) ’

where t € (0,400) is independent of £&. We also assume that p is the uniform
probability measure on S9!, As in [13] we write

/ voly(K N {z- & > t})du(€) = / dz / du(E) =

d— —1. x t
sa- K\tB  {¢esi—t:e3>0}



1138 M. A. ALFONSECA, D. RYABOGIN, A. STANCU, AND V. YASKIN

Here, in the last equality, we passed to polar coordinates in the outer integral. Now
we consider the auxiliary function f(z) defined for 2 > t¢ as

zt/d 1

f@)=ous [ v lar [(1-?) 5 dy

t t
p

Observe that f is convez, i.e., f”(x) > 0. Indeed,

and

We now write equation (3.2) in terms of f and the radial function px of K as a
function on the unit sphere, and apply Jensen’s inequality,

/vold(Kﬂ{:c € > th)du(€ /f 1(6)

gd—1

7| [ doauo)
gd—1
Since volg(K) = volg(B), by (3.1) we have

/ F(r5(6))dpu(6) = / F (o (0))dpu(0) >
Sd*l

I / eO)du(0) | = £(1).

gd—1
The equality in Jensen’s inequality implies that py is constant or f is linear. But
f is not a linear function, hence px = const, as we wanted to show. O

4. BODIES OF REVOLUTION

Let d > 3. We follow the notation from [17], [18]. We will consider bodies of
revolution

K= {zeR: 23+ 22+ 422 < f2x1)}
obtained by rotation of a smooth concave function supported on [—Rj, Re] about

the x1-axis.
Let Ls(§) = L(s, h,&) = s€ + h be a linear function with slope s > 0, and let

H(Ls) = {x € R : 24 = Ly(x1)}
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be the corresponding hyperplane. Let a(s) = —h'(s) be the xi-coordinate of the
point of tangency of H(Ls) with the floating body of Ky which is Bg(r). We will
assume that a(0) = 0.

We remark that for each given s > 0, there are two parallel hyperplanes H(Ly)
tangent to BY(r), see Figure 1. In this paper, we will mostly refer to the upper
hyperplane. The considerations related to the lower one will be very similar.

Td Li1(§) =s&+hy, by >0

Ls2(8§) = s§ + hg, hg =—hy <0

W AN, ,
N

FiGURE 1. The two parallel hyperplanes

Denote by [; the (d — 2)-dimensional planes, j =2,...,d — 1,
h={zcR: 2 € KNLs,x1=a(s)}, lj={zxcR: zec KnL, 2; =0}

Let —x = —x(s) and y = y(s) be the first coordinates of the points of intersection
of £f and Ly, i.e.,
(4.1) f(y(s)) = sy(s) + h(s), —f(=z(s)) = —sz(s) + h(s);

see Figure 2. We remark that, although the notation and Figure 2 seem to suggest
that z(s),y(s) are positive functions, in fact it is possible for them to be negative
for certain values of s.

FI1GURE 2. The body of revolution.
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It is not hard to compute that the center of mass of the section Cxnpy(z,), where
H(Lj;) satisfies (2.2), has coordinates given by

(4.2) Crnur,) = {(=h'(s),0,...,0,Ly(—h'(s))) € R?: s €[0,00)},

see [20, Lemma 1]. Therefore, using Theorems 2.4 and 2.6, conditions (V, A, I) can
be restated for bodies of revolution by means of the next two Lemmas.

Lemma 4.1 (20, Lemma 2]). The condition C(K N H(Ls)) = (a,0,...,0,Ls(a))
reads as
y(s)
(43) [ €= aur© - ey Fa o,
—z(s)

The conditions that the second moments of inertia I; of K N H(Ls) with respect
to lj are constant read as

y(s)

(1.4) h=ria(l+ )} [ (€= a9 - O T =
—(s)
y(s)
(4.5) L= 1+ 5274 / (F2(6) — L2(€) fde = ¢,
—x(s)
where

Yd—2 = / yjzd% .7:277d_1
B3 ~2(1)

We remark that

1
_ 20y — 1 24+d-34, _ 9d=3
V-2 =T / |y|dy—d_2/da/r dr_d(d—Q)'
BI=2(1) gd—3 0

In particular, if d = 4, then vo = 7.

The analytic form of condition (A) for bodies of revolution is as follows (see [18]):

Lemma 4.2. The (d — 1)-dimensional volume of the intersection Ky N H(Lg) is
constant for all s if and only if

) 20y is2 e ¢
(4.6) /z@ (126) — 13(0) T e = =,

where ¢ 1s an absolute constant.

Proof. Fix s > 0. Let us define the (d — 1)-dimensional hyperplanes H¢ = {z €
R : 2y = £}, where € € (—(s),y(s)). The slice (K; N H(Ls)) N H for each t €
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(—x(s),y(s)) is a (d—2)-dimensional Euclidean ball with radius r = \/ f2(£) — L2(¢).
Therefore,

y(s)

@1 vola (g N H(L) = kaaV1 552 [ (7€)~ L) e

—xz(s

Since the latter does not depend on s, (4.6) follows. O

5. PROOF OF THEOREM 1.4

5.1. The system of 3 dependent equations. Using Theorem 2.6 and Lemma
4.1, we see that if K floats in equilibrium at the level § € (0, %), then f, z, y, a and
h must satisfy the following system of 3 integral equations,

( y(s)
[ MO ~ e =0
5 Y(s)
(5.1) et T € OO - 1 =
(s)
B VTT f( (O~ QP =

where h(0) = hg > 0 is given, and from now on we will write L instead of L.
The constant ¢ is the same for the second and third equations and its value is
%(RQ - 7“2)% (see Appendix, Section 7.1).

It is clear that Euclidean balls float in equilibrium in every direction. If K =
B3(R) and K5 = B3(r), r € (0, R), then the corresponding functions

(5.2) f(&) =[o(§) = VR — &,
(5.3) h(s) = ho(s) =rv1+ s, a(s) = ae(s) = — \/%,
and
o _sr+ VR2 — 2 . _ —Ssr+ VR2 — 2
(5.4) 2(s) = zo(s) = A y(s) = yo(s) = Vi

satisfy (5.1).

In [20, Lemmas 2-4], it was shown that the third equation in system (5.1) depends
on the first two. Since we are assuming that the floating body of K is a Euclidean
ball of radius r > 0, we have that h(s) = rv/1 + s?. Thus, we have a system of two
equations with the unknown variables f, z and y. However, these three variables
are not independent, since they are related by (4.1). The system reads as

(s)
" e+ W) (£2E) — L2(6))de = 0,
(5:5) o y(s)

(1 +s%)3 f( )(5 + R (s))2(F2(€) — L(€))de = c.
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In the Appendix, sections 7.2 and 7.3, we show that this system can be reduced to
a system of first order ODEs,

(5.6) —h"y (y + h)2(sy +h) — W'z’ (—x + W)%(—sx + h) = P(s,2,y)
' Y (y+h)(sy+h)+a' (- + 1) (=sz + h) = Q(s, z,y).
In sections 7.2 and 7.3, we also compute the exact expressions for P and @, (7.9) and

(7.12). Here, we write them with the additional assumption that r = 1, omitting
the argument s in x(s), y(s) and a(s).

(5.7) P(s,z,y) =
(P @+ @)+ o (0 0 (4 a))
2(1—}—32)% (1+ )3
1+ 4s? 4 4
—— = (y—a) —(z+a)),
A(1 + s2)2 ( )
(5.8) Qs,z,y) =
1
3d [ (-t~ @ta)) + ——— (-’ + (@ +a)) | -
4 3(1+4 s2)2
—= —a)" +(x+a — ,
where the value of c is
: = (R?-1
(5 9) c 15 (R )2 ?
see (7.2). In short, system (5.6) has the form
yA+a2'B=P
yC+a2'D=Q.
Since h”(s) = m # 0 for all s > 0, the determinant
(5.10) D=AD - BC =

(y + 1) (sy + h) (=2 + 1')*(=sz + MR (= + h' — (y + 1))
= —(y+h)%(sy+h)(—z+h)*(=sz + )W (z +y)
will be zero only when one of the factors of
(y+h)(sy+h)(—z+h)(—sz+ h)(z +y)
is zero. Let us consider s > 0 such that
(5.11)  y+h #0, sy+h#0, —x+h#0, —szr+h#0, z+y#0.

Observe that for finite s, the terms y+h’, —x+h' and +y in (5.11) are nonzero.
Indeed, only when the hyperplane H (L) is perpendicular to the axis of revolution
x1 it is possible to have —z(s) = y(s) = a(s), (recall that —h'(s) = a(s) is the 1
coordinate of the point of tangency of Lg with the floating body). The term sy + h
is zero only for a negative value s,,, but it is never zero for positive s if we consider
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the upper hyperplane in Figure 3. On the other hand, the term —sz(s) 4+ h can be
zero for a single finite value s, > 0.

Ty h

FIGURE 3. Slopes s, and S,

Lemma 5.1. We introduce new variables

(5.12) a=V1+s2(y—a), B=vV1+s*(x+a),

provided y > a and —x < a (see Figure 4 for the geometric meaning of «, 3) Then
system (5.6) has the following form

a?(sa+ 1) + B4(—sB+1)3 =

1 a2—,32 044_64
71+52( 7 T3 )

(s + 1)l — B(—sf + 1)) =
T ((452 -1 (W) + 2 (at — ﬁ4)> .

Proof. We start with the first equation in our system (5.6). It reads as
a (y/(y — a)2(sy +h)+ 2 (x+ a)2(—sx + h)) = P(s,z,y),

where P(s,x,y) is defined in (7.10), and for convenience we are setting r = 1 in the
expression for P. Using (5.12) we have

(5.13)

a B
—-0=—, T+a=——ro,
Y V1482 V14 s2
s
sy+h=sly—a)+sa+h=—+sa+h=
y+h=sy-a N
sq 1

(5.14)

+ )
V1i+s2  V1+s2
—st+h=—s(r+a)+sa+h=— s

ﬁ+8a+h:
vV S
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FIGURE 4. Geometric meaning of «, 8

sB . 1
Vits? Vi+s?

After these substitutions, our first equation in (5.6) is
(v (552) )+ (5) (55)) -
Y 1+ s? 1+ 52 1+ 82 14 s2

3 a? (2 2s a’ 33
7 2 3+ 2\3 7 + 5 |+
21+ s2)z \1+s* 145 1+ \ (1422 (14522

(5.15)

1+ 4s? ( at B B4 )
4(1+4s2)2 \(1+s2)2  (1+s2)2)°

Since
O S
(1+32)7
we can cancel (1 + s2)3 in both parts of our equation to get
(5.16) — (Y oP(sa+ 1)+ /B (—sB+ 1)) =
S S T )
2(1+ s?)2 (14 s2)2 4(1+ s2)2

To finish the computations related to the first equation, it remains to express 3/, 2’
via o/ and ’. We have

/ S / /
o = —=((y—a)+V1+s2y —ad1+s2
1JFSQ(y ) y —a'V
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s(y—a)
, o +a' V14 5%~ fs? 0/—714352 - 11(?;2 B (1+ s’ — (sa+ 1)

v= V1 + s? B V14 s2 B (1-1-52)%
Similarly,
B = 18 ~(z+a)+V1+s22 +dV1+s*=
+ s
S 1
\/1 2. _
1—|—52/B+ ts 14 52’

i.e.,

r_ B+ e — 1Jsr652 _ 1+ +(=sB+1)
V14 s? (1+52)2 '
Substituting into (5.16), we have
—((1+5%a' — (sa+1))a?(sa+1) — ((L+ s + (=sB+1)) B (=sB + 1)

1+4s°

T

= D07 — 5+ 2s(0® + 4+ T (ot - ),
or, in other words,
(5.17) (1+s)a?(sa+1)a' + (14 s*)B*(—sp+1) 3
— (st 1)? - B (54 1) - Sa? - )~ 2sfa® + ) - A (0t g

We can simplify (5.17) even further, by writing the first two terms on the right
hand as

?(sa+1)% — B3(—sB +1)* = a®(s*a® 4+ 2sa + 1) — B*(s?8* — 258 + 1)
— 82(O[4 _/64) +28(Oé3+63) +O[2 _52.
Thus, our first equation in (5.13) is

OéQ—ﬁQ a4_64
2 4

Now we consider the second equation in (5.13), where the right hand side @ is
defined in (5.6). Using our change of variables (5.12), we have

3 f'a4*ﬁ4 1 ‘a3+ﬁ3 B
(14872 (1+5%)

(1+s)a?(sa+1)a + (1 +s)B*(—sB+1) B =

Q(vavy) ==

NI

+
4 (1+5%)2  3(1+s2)
1 o®+p° 3¢ 1—4s?
5 <1+82>§ 27 (1+32)§'
For the left hand side, using (5.14) and (5.15) we have

(y —a)’(sy + h)y — (z + a)3(—sz + h)z’

a’ sa+1 B3 —sg+1 ,
(1+s2)2 VI+s2"  (1+s2)2 Vi+s
3 1 2\ 1 1
_ a22.(sa+1)'( + 5% (ia—l— )
(14 s?) (14 s2)2
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Ik (1+ )8 + (—sB+1)
R L R T B

We multiply both parts of the resulting equation by (1 + 32)%, obtaining
ad(sa+1) (14 s%)a' — (sa+1)) = B3(=sB+1) (1 +s*)8 + (—sB+ 1)) =

35 4 3, a3y Lt+sT g 5y, SC 2
0t = 5~ (084 )~ T2 (004 5+ (- 4s?),
where c is defined in (5.9). We further simplify the left hand side of (5.18),

A(sa+ 1)1+ s — B3 (—=sf+1)(1+ %) — (sa+1)? — B3 (—sf+1)2 =

(5.18)

a3 (sa+1)(1+s%)a — B3 (—sB+1)(1+5%)8 —s2(a’ + %) — 2s(a* — g4 — (a® + 3%).
This yields
A(sa+1)(1+s%)d — B3(—sp+1)(1+ 55 =

452 — 1 5 3
55 m5+5%+~f@A—5%+§§u—4§y

This is the second equation in (5.13). O

Our goal is to prove that system (5.13) has a unique solution
(5.19) a(s)=p0(s) =vVR2-1

for all s € R. We will show at first that (5.19) holds in the neighborhood of infinity,
i.e., there exists s, > 0 such that (5.19) holds for s > s,. This will be a consequence
of several lemmas proved below.

Tah T4 =511 +V1+ 52

xry = -1

FIGURE 5. Angle between the lines 21 = —1 and x4 = sx1 + V1 + 52
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Lemma 5.2. Denote
(520)  u(s) =als)’ +B(s)” = 2(R* = 1), v(s) = a(s)* = Bs)".
Then, there exists s, > 0 and constants ¢,C > 0 such that

(5.21) lu(s)] < C Vs > s,.
and
(5.22) o(s)] < S Vs > s,.

Proof. By (5.12) both functions o and § are bounded. Hence, (5.21) holds. To

show (5.22), we let y(s) = § — arctan s be the angle between the lines r; = —1 and
x4 = sx1+ V1 + s2, see Figure 5. Then (5.22) follows if we put 9(y(s)) = v(s) and
use 9(0) = 0 to see that |0(7)| < ¢y in a neighborhood of v = 0. O

Lemma 5.3. Let u and v be defined by (5.20). Assume that there exists s, > 0 and
positive constants ¢y, co and cg such that

(5.23) u/(s)sign(u(s)) > ¢ (’u(8)| - |U(S)|> Vs > s,

s 52

(5.24) [V (s)] < o 2 Vs > s,
and
(5.25) lu(s)| < cs—glv(s)] Vs > so.

Then a(s) = B(s) = VR? — 1 holds for all s > s,.

Proof. We claim at first that « = 8 or v = 0 for all s > s,. Indeed, if this is not
the case, then there is s; > s, where v(s1) # 0. We take a maximal interval (s, s3)
containing s; where v(s) is not zero. Then, for this interval, (5.25) and (5.24) yield

V()] < Slos)]-

Hence,
c
In|v]) > ——
(mfol) 2 =5,
and integrating this inequality from so to s, with s < s3, we see that
1 1
(5.26) In|v(s)] —In|v(s2)| > - — —.
S S9

Since v(s) tends to zero when s tends to sg, the left hand side of the previous

inequality tends to —oo, while the right hand side is bounded. Hence, if v is not

identically zero, then v(s) # 0 for every s > s,. Now, using the same argument and

inequality (5.26) with s, instead of s2, we obtain that v(s) is separated from zero

for s > s,, which contradicts (5.22). Thus, we conclude that v(s) = 0 for all s > s,.
We substitute |v(s)| = 0 into (5.23) to have

clul

u'sign(u) >
s
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Therefore, v’ and u have the same sign, and so if u is non-zero at sg, then it is
non-zero for all s > sg. Thus we can divide both sides of the inequality above by
u, then integrate to obtain In |u| > ¢lns 4+ C, which shows that |u| is unbounded.
This contradicts (5.21), so |u(s)] = 0 for s > s,, and a(s) = f(s) = VR?2 —1 for
these values of s. O

S = OO S = Sy

;0> 0’@4
= I

Step 1 Step 2 Step 3

S

FicUrE 6. Extending the solution to the whole sphere.

Observe that we have reduced the problem of finding the solution of system (5.13)
with Cauchy-type condition at infinity to a usual Cauchy problem for this system.
Indeed, since (5.19) holds for s > sp, we can take any s; > s, and look for a solution
of (5.13) in the neighborhood of s;. This process can be continued until we reach
the chord with slope s,, corresponding to the line such that —s,z(s.) + h = 0. At
this point, the determinant (5.10) of system (5.6) becomes zero. Since o and
satisfying (5.19) are the only solution of (5.13) for all s > s,, the boundary of K
for the corresponding values of s is a sphere, see Figure 6, Step 1.

In order to define the rest of the boundary, we now consider a chord with positive
slope s < s, and solve the system using that the left end of this chord lies on the
sphere, which means that a(s) = v/ R% — 1 for this s (see Figure 6, Step 2). Plugging
a = vVR? —1 in the first equation of system (5.13), we obtain the following first
order differential equation for S,

B*(—sp+1)8 =

1 a? _ 52 a4 _ 64
1+ 52 < > T4 > '

Using equality (5.15) we see that the coefficient (—s8 + 1) of 3’ is not zero, since

we are taking a value of s < s, for which sz(s) + h # 0. Hence, by the classical

theory of ordinary differential equations, this equation has a unique solution, which

must be the constant solution 3(s) = v/ R? — 1. Thus, we have extended the range

of s where a(s) = 8(s) = vV R? — 1 are the only solutions beyond the value s,.

By the symmetry of bodies of revolution, we can now repeat this process using
the bottom hyperplanes (as in Figure 1 with he < 0) instead of the top ones. This
allows us, in a finite number of steps, to finish defining the boundary at all points,
see Figure 6, Step 3. Since all chords tangent to the unit disc centered at the origin
and inscribed in K; N {x € R*: 29 = 23 = 0} have the same length, by the results
of [4] and [13] we obtain that f(t) = VR? —t? for all t € [-R, R]. Thus, K is a
Fuclidean ball.
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It remains to prove (5.23), (5.24) and (5.25). This will be done in the next two
lemmas.

Lemma 5.4. Let u and v be defined by (5.20). Then there exists s, > 0 such that
(5.23) and (5.24) hold.

Proof. We write our system (5.13) in the form

{a%a + 1)/ — BA(s8—1)8 = —LFiv

3 3 _ 1

o’(sa+ 1)’ + 3°(sf — 1)3' = Fou + £ Fv,

where F; = Fj(u,v,s), j = 1,2,3, are positive functions, bounded from above and
below by positive constants, for large s.

Now we solve the system with respect to o/(sa+ 1) and 8'(s —1). By Cramer’s
rule, we obtain

o(sa+1) = m (—ﬂgs%Flv + 32 (F2u + %Fgﬂ}))
/8/(8,6 — 1) = m (ags%Flv + OéQ (FQU + %Fzﬂ))) .
Then,
4% %%
' = 5ot + 5848 = 28 4 %v,
s s
where Wy is positive and bounded away from zero and infinity for large s, and Wy
is bounded (may be negative). We also have

v =2aad’ — 285’

2 2
"9 ap _ Pa Fow
Y (sa+1 sp—1 24

We can replace sa + 1 by as in the above expression, resulting in an extra term of
C

order J5. Similarly, replace s — 1 by s. Hence,

Then

where ®; and ®5 are bounded functions. Thus, our system is written in a simpler
form

S

V(s) = B 22 By (s)u(s) + L),

s

o) — Walsu(s) | Wals)u(s)
(5.27) {“(5) L

Then, taking into account estimate (5.22) we obtain (5.23) and (5.24) as direct
consequences of the first and the second equations in (5.27) and the fact that Ws, &4,
®9 and Fy are bounded functions, and Wj is positive and bounded from below. [J

Lemma 5.5. Let u and v be defined by (5.20). Then there exists s, > 0 such that
(5.25) holds, i.e.

u(s)l < Llo(s)] Vs > s,
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Proof. We will show that the statement of the lemma holds with ¢3 = ¢a/c1, where
c1 are ¢y are the constants from (5.23) and (5.24). We will argue by contradiction.
Assume that for every sg > 0 there exists s > sg such that

[u(s)| > Zo(s)l.

Fix any number s; satisfying the previous inequality. Denote M = g—? Then for all
S9 > s1 there is s3 > s9 such that

(5.28) fu(ss)| > Mlv(ss)].

We will further assume that
2 1
(5.29) So > 81 + 81(861_'_)
3

Take any s3 satisfying (5.28). By continuity of u and v there is s4 > s3 such that

M
u(s)] = = [v(s)]
for all s € [s3, S4].
We use (5.23) and (5.24) to obtain
u'(s)sign(u(s)) > alus)] _ apsl > ) <l — 2 ) lu(s)]

s = s c352

[v/(s)] < 2 (;21 =) sl

c382

(5.30)

!/

for all s € [s3,s4]. This implies that «’ and u have the same sign and

/ /
)] < (o),
1 {5 c352
for all s € [s3, s4].
Observe that by (5.29) we have

1,2
C2 <87+C38812) 1+26% 1+20% c3

1 2s =G 2s1 < 3 252 - ; - M’
‘ <5_03812) 5T e 81+T; !

since s > so.
Thus,
[v'(s)] < Mu'(s)],
for all s € [s3, s4]. Integrating the inequality
“ M (s)] < 0'(s) < MIu(s)],

from s3 to s, and using (5.28), we obtain

[l + us)]

As v/ and u have the same sign, this yields
(5.31) [v(s)] < Mlu(s)]

for all s € [s3, s4].

o(s)| < M
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Since now |v(s4)| < M|u(s4)|, we repeat this process to obtain the inequality
(5.31) for a larger interval [s3, s5], where s5 > s4. Eventually we obtain that (5.31)
holds for all s > s3. However this is impossible due to the boundedness of u. Indeed,
from (5.23) we have

el = < (1= ) )l = hluco)

for s large enough. Since u' and u have the same sign, if u is non-zero at ss, then
it is also non-zero for all s > s3. Thus we have
u(s)l e
Z 5
u(s)] — 2s

and therefore .
In |u(s)| > 51 In(s) + C,

which means that u is not bounded. This contradicts (5.21). Thus we have proven
(5.25). O

6. PROOF OF THEOREM 1.5

6.1. The system of 2 equations. Using (4.3) and (4.6) from Lemmas 4.1 and
4.2, we see that if K satisfies conditions (V, A), then f, z, y, a and h must satisfy
the following system of 2 integral equations,

€+ M (s)(f2(&) — L(€))de =0,
(6.1) —a(s)

where h(0) = ho > 0 is given. Since the Euclidean ball K = BY(R) satisfies
conditions (V, A, H), the functions f, h,z,y given by (5.2), (5.3), (5.4) satisfy (6.1).
Using (4.7) we see that and the value of the constant ¢ for the ball is 3 (R? — 7’2)3/ 2,
Without loss of generality we can put » = 1. We claim that differentiating the
equations in the system above with respect to s we obtain the following system

6.2) —h"y' (y — a)?(sy + h) — "2 (x + a)*(—sx + h) = P(s,2,9)
' y’(s(y—a)2+ \/y%) —|—x’(s(x+a)2 - f%) = Q(s,z,y),
where
) / y—a / T +a
(6.3) Q(s,z,y) =a (s(y —a)’ + \/1+752) —a <S(£L‘ +a)? - m)

(ly—a)®  (z+a)’ n s (y—a)® (z+a)? +é 1—2s?
< ot (e

3 3 1+ 52)2 214422
Observe that system (6.2) is very similar to system (5.6). In fact, the first equa-
tions of the systems are exactly the same with P defined by (5.7). The second
equation is easily obtained by taking two derivatives of both sides of the second

equation in (6.1) and using (4.1) (see Appendix, Section 7.4 for computations).
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The rest of the proof follows almost verbatum the lines of the proof of Theorem
1.4. As in Lemma 5.1 we introduce new variables (5.12), provided y > a and
—2 < a. Then we use (5.14) and (5.15) to see that system (6.2) has the following
form

a?(sa+ 1) + f4(—sp+1)3 =
1 (042—52 i 044264)

T 1s2 2
Oé(SOt—Fl) ﬁ?’( 55+1)6/:
2 (250 0% + 5% — 2(R? — 1)) + 3s(a® — 57)).

(6.4)

Finally, to show that the only solution of our system is a(s) = 3(s) = VR? — 1,
we use the change of variables

(6.5) a(s) = as)® + B(s)® — 2(R* — 1)%, o(s) = a(s)? — B(s)?,
similar to (5.20), and proceed as in Lemmas 5.2, 5.3, 5.4 and 5.5.

7. APPENDIX

7.1. Computation of the constant on the right-hand side of (5.1). We
compute the constant on the right-hand side of the last two equations in the case
of K = B3(R) and K5 = B3(r), 0 < r < R. In this situation, the functions f, h, a,
x, and y are given by (5.2)-(5.4). In particular, z +a =y — a and

R2 _ 2 R2 _ 2
(7.1) x—i—a:ﬁ, y+x:2ﬁ.
Since f2(¢) — L?(¢) = R? — €2 — (s€ + h)?, we obtain
y(s) y(s
Jo= [ (§=a)*(f7(§) - L*(€))d¢ = R? =& = (s€ + h)*)de.
—a(s) —a(s)

Integrating by parts twice, we have that

y(s)
Jp = é (€ —a)l’(R* =€ = (s¢ + h)*)[Y, +2 / (€ — a)®((1 + s7)¢ + sh)de
—x(s)
1 y(s)
s |t e — [ @ ata
—x(s)
1

= (= "+ )y +sh) = @+ ) (~(1+ ) + sh)
1

— 5(1 + ) ((y —a)® + (z + a)5)).
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Since = 4+ a = y — a, this equals
1

5145 (s - ' +ale+ ) = (-0 + (2 40))

= é(l + 5%) ((:r +a)(y + ) — %(:c +a)5>

1
= %(1 + 82 (z+a)t (5(y +z) —2(x +a)).
Finally, using (7.1) we obtain

8 5
Jy = ————(R* —r?)2.
30(1 + s2)2
It follows that the desired constant in the right-hand side of the second equation in
(5.1) is
_
15

njot

(7.2) c (R? —r?)2.

Similarly, using the fact that
R? =& = (s + h)* = —(1+ %) (€ + 2)(€ — y),
we have
) y(s)
(P6) - QP = (145 [ (¢ 2)(€ ~ )P
x(s) —z(s)
Making the substitution £ = n(y + x) — x we obtain

y(s
J3 =

5 32(R?—r?)s
30 (1+s2)2

Thus, the constant on the right-hand side of the third equation in (5.1) also has the
value given by (7.2).

1
Loy
J3 30( +5°)*(y + )

7.2. The first equation in (5.5). Recall that a = —h’. We differentiate the first
equation with respect to s, obtaining
y(s) y(s)

/ (F2(6) - L2(€)de = — 2 / (€ — )2 (s + h(s))de.

a
—z(s) —z(s)
Differentiating once again, we have
y(s)
@) [ (€~ st + b)) =
—x(s)

a (=2a' Ty + L +y'(y — a)*(sy + h) + ' (x + a)*(—sz + h)) — a" Iy,
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where
y(s) y(s)
Iy = /(5—@%%+hﬁﬁﬁ,fu= /(£—®@£+M$M&
—x(s) —x(s)

Y
113 = /(§ — (J,)gdé.

This yields
(7.3) 3(d) Lz +d"Ii — d'Is
=d (y'(y — a)*(sy+ h) + 2'(z + a)*(—sz + h))) .
We see that our first equation reads as
(7.4) a (y’(y — a)Q(sy +h)+ 2 (x+ a)z(—sx + h))) = P(s,x,y,h),
where
(7.5) P(s,z,y,h) = 3(a')* iy + a1 —d'Ii3

We compute the above integrals using integration by parts,

y(s)
I11:(§_§())(§+h |ys) _‘;)/ —a3d£
—xz(s)
s) —af(s))? z(s) + a(s))?
(7.6) = (y()3())(sy(s) + h(s)) + (()—;’())(—sx(s) + h(s))

S

= 15 (W(s) = a())" = (a(s) + a(5))").

Observe that in the case of Euclidean balls, we have

1
I = —(y —a)*(3s(y — ) + 8h + 2sa)

12
2 52 _2r (R? — 7"2)%
= §<y—a)3r <m— %1—%32) = 37(1 +82)2 > 0.
We also compute
2 — a3
PR S 0| e i
(1) T =5 (= aP(sy +h) — (o + a5z + 1) — & (v — @) + (2 + )

Finally,

(78) Iy = / (e apde =

—T

((y—a)* = (z+a)").

=
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Now we substitute (7.6), (7.7) and (7.8) into (7.5), grouping terms with the same
powers of (y — a), (x 4+ a). Thus,

(79) P =3(d)la+d"I11 —d I3

3
= 30 (= s+ ) = (2 + 0)?( s + )]
— h

T (0 T el B P [ e T

3 6 3 6
4 4 s a
H-a)'- @+ ) @) - 5]
Since a’ = W and a” = (1&%’ the coefficient of the last term is

S a’ r

(a”)(—ﬁ) T m
To simplify the first summand in (7.9), we rewrite
(y —a)*(sy + h) = (y — a)*(s(y — a) + as + h),
(x4 a)*(—sz +h) = (z + a)*(—s(z + a) + as + h).

Then
p- g(a’)Q [5(y — @) + (y — a)%(as + h) + s(z + a)® — (& + a)(sa + )]
H -0t -0 [T s
sa” a”’(as + h) 1o S
et e [T @]

I - (
4(1 + s2)5/2

Grouping similar powers again, we have

(y—a)* — (z+a)?).

p— g(a/)2(as +1) ((y — a) = (z + a)?)
3s, ;.9 . d’(as+h) n2S 3 3
+<2<a) g = 3(d) 6) ((y—a)’ + (z +a)’)
+aar * ) -0t - wra).

Now we simplify the coefficients:

RIS _ 3r3
" 2
n2  a’(as+h)  2r3s
sla)+———= 1+ s2)3
and
r sa’ r(1 + 45?)

4(1 + s2)5/2 3 4(1 + s2)5/2°
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The final expression for P is
3r3
21t 2 (W
r(1+ 4s%)
4(1 + s2)5/2

(7.10) P(s,z,y) = —a)’ — (z+a)?)

2r2s

+m ((y ((y— a)* — (z + a)4) .

—a)® + (z+a)) +

7.3. The second equation in (5.5). We write it as
y(s)

[ 6= - i -
—a(s)

We differentiate with respect to s and use b’ = —a and the first equation in (5.1)
to obtain

C
3 -
2

m(l+s%)2

) y(s)
(€ = a)(f(€) — L*(€))dg — 2 / (€ — a)’(s€ + h(s))(€ + N/ (s))d¢
x(s) —z(s)

y(s
—2d(s)

y(s) /
= — —a)?(s S '(s —(—c
- 2_[)(5 (56 + h(s)) €+ () <7T<1+82>3)’

ie.,

y(s) /
c

[ - afeg s ntonds = - ().

o) 27(1 + s2)2

We differentiate again to obtain

(7.11) (y—a)’(sy + )y — (& +a)’(—sz + h)z' = Q(s,z,y),

where

y Yy "
_ ./ 2 _ N4 e 44444451444447
Q=3a /<£ @) (s + )t _[(g @ (27r(1 +52)3>
) 1 3 1 — 45>
=3a'I11 — 5 (y—a)® = (z+a)°) "‘i (M) :
By (7.6), this equals

S)—als 3
s ()=o)

1 3c 1 —4s2
—5((y—a)5—(x+a)5)+2w<(1+82)7/2>.
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Using the expression for I1; given by (7.6), and once again the identities (y—a)?(sy+
h) = (y —a)*(s(y — a) +as + h), (x +a)*(=sz +h) = (z+a)*(=s(z +a) + as + h),
we group terms with the same powers and finally obtain

1)@= (-~ ) 4 o (s )
1 3¢ 1—4s?
—= (- a)’ + (z +a)°) + T

7.4. The second equation in (6.2). Differentiating the second equation in (6.1)
and using the fact that f(y(s)) = sy(s) + h(s),—f(—z(s)) = —sz(s) + h(s), we
obtain

y
/(s§ —sa+sa+h)(§ —a)d

Y Y -
—s [(6-aPde+Gavn) [(-aig =
S S 2(1+s%)2
Taking the integrals in the left hand side we obtain
_ )3 3 2 2 ~
L R S (Rl G S
3 3 2 2 2(1 4 s2)2
Differentiating both parts once again and using the fact that ' = —a, we have
_ )3 3
(U= BN (- 0P — a) + 2+ 0+ )
)2 2
+ sa’(<y 2a) @ —;a) > +(sa+h)((y—a)y —d) = (x+a)(2' +d))
B cs
2(1+ s2)2
Finally, using the fact that
1 1
sa+h=—F——, ad=——-",
V14 s? (1+52)2
and rearranging the terms, we obtain
- +a
(s(y —a)? + 2L=2 )+x'<sx+a2—x7)
V(o Y
- +a
:a’(s P L >—a’(s x—i—aQ—L)
W—al+ e wra) =
3 3 2 2 = 2
— - — + 1-2
(s Gty s (GoeP (araty 1o
3 3 (1+82)§ 2 2 2(1+82>§

which is (6.3).
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