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Abstract: In this paper, the non-convex split feasibility problem is considered. We first transform the
problem into an unconstrained optimization problem whose objective function is non-convex and non-smooth.
Then, combining the projection gradient algorithm, we propose a projection algorithm to solve it. Based
on Kurdyka-Lojasiewicz property, we obtain the global convergence of the algorithm, that is, the sequence
generated by the algorithm converges to a critical point of the non-convex split feasibility problem.
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Introduction

Let C and @ be nonempty closed sets in R™ and R™, respectively, and A is an m X n real
matrix. The split feasibility problem (SFP) then seeks to:

zreC, Az € Q. (1.1)

The convex variant of SFP was introduced by Censor and Elfving [8] in 1994 and employed
in solving several real-world problems, such as signal processing and intensity modulated
radiation therapy [16,21]. Therefore, many scholars have carried out a lot of researches and
put forward many algorithms to solve it [6,7,10-14,18,22]. In [6,7], Byrne presented a
projection method called CQ algorithm:

w41 = Po(ze — axAT(I = Po)Awy), k > 1,

where «ay € (0, %), L denotes the largest eigenvalue of the matrix AT A, I is the identity
operator and Po and Py denote the orthogonal projections onto C' and @), respectively.
Additionally, Byrne assumed that both projections are easily calculated in the C'Q algorithm
[6]. However, in some cases, it is impossible to exactly compute the projection. Therefore if
this case appears, the inexact projection-type methods will be particularly important. For
example, in [22], Yang presented a relaxed C'@Q algorithm, which used two halfspaces C, and
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Qy, in place of C and Q, where Cj, Q) depend on the k-th iterative point z*. In comparison,
it is easy to compute the projections onto Cy and Q. Qu and Xiu [18] presented a modified
version of the relaxed C'QQ algorithm by adopting the Armijo-type search that need not to
compute the eigenvalues of the matrix AT A.

With the development of technology, applications of the SFP are not limited to convex
sets. Many applications are associated with non-convex split feasibility problems, for exam-
ple, an outlier detection problem [9,17]. This class of problem arises in compressed sensing,
such as reconstructing electrocardiogram (ECG) signals in the presence of electromyographic
(EMG) noise. Let x¢ and © = xo+n be original signal and contaminated signal, respectively,
and n is an EMG noise. Here, b = Az = Axg + An = by + An. We use b; to represent the
i-th entry of b, that is, some b; are recorded incorrectly. Now, we transform the problem
into a non-convex split feasibility problem:

reC, Axr € Q,

where C = {z € R" : ||z]lo < s}, ||zl||o is the number of nonzero entries of the vector z,
s > 0 is a given integer regulating the sparsity level and Q = {y € R™ : ||y|lo < r} + by,
with r being an upper estimate of the number of incorrect b;. Obviously, C' and @ are two
closed sets but not convex.

Another example is Sudoku puzzle [20]. The objective is to use known information to
fill a 9 x 9 grid so that each column, each row and each of the nine 3 x 3 sub-grids contain
all of the digits from 1 to 9. According to the rules, Sudoku puzzle can be transformed into
a non-convex feasibility problem. The first step is data initialization, which is to convert
two-dimensional data information into three-dimensional data. Since only nine numbers
from 1 to 9 will be placed in the original Sudoku disk, these nine digits will be used as the
index information of the third dimension. We now have a 9 x 9 x 9 cube. After conversion,
specific digital information is no longer needed on each layer, but only (0,1) is stored. Two
numbers respectively mean the absence or presence of a number in the position. The second
step is to design variables. Let x; jx,4,j,k € {1,2,...,9} be the digital information at the
i-th row, the j-th column and the k-th layer. Finally, we construct constraints. Each digit
from 1 to 9 is lifted to the set [0, 1]°, namely, any digit from 1 to 9 is a permutation of unit
vector e = {1,0,...,0}. This leads to four Sudoku feasibility constraints:

(i) Each row of the cube, i.e. C1(i,j,:),4,j € {1,2,...,9}, is the permutation of e;

(i) Each column of the cube, i.e. Ca(:, 4, k), 4,k € {1,2,...,9}, is the permutation of e;

(#it)Each pillar of the cube, i.e. C3(i,:, k), i,k € {1,2,...,9}, is the permutation of e;

(iv) Each k € {1,2,...,9}, each of the nine sub-grids is the permutation of e, i.e. Cy(3(i—
D+1:34,3(j — 1)+ 1:34,k),4,5 € {1,2,3};

(v) Cs is the constraint of the provided numbers.

Then, the Sudoku will be transformed into the following problem: find x €
that

R#*$%5 guch

reCiNCoNC3NCyNCs.
Let H = R5%5%5 x ... x RSXSXS’C =Cy XX C’57Q = {X = (Iz)z ceH,xy = = x5},
where C is a non-convex set. Eventually, the non-convex feasibility problem is formulated

as follows:
xelCnao.

It is easy to see that the above problem is a special case of the non-convex split feasibility
problem, where the matrix A is identity matrix.

In conclusion, the theoretical research and algorithm design of non-convex split feasibil-
ity problem have important practical significance. A large part of the optimization commu-
nity has been devoted to the development of the related issues and achieved some results.
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Chen [9] rewrote objective function via the model using techniques of Difference-of-Convex
(DC) programming and utilized NPG g or to derive the CQ Algorithm in the fully non-
convex setting. Using the indicator function and distance function, Gibali [15] presented
four optimization models for the SFP and proposed some corresponding algorithms, such as
Projected Gradient (PG) method, Alternating Minimization (AM) method and Weighted
Proximal ADMM method. What is more worth mentioning is Semi Alternating Projected
Gradient (SAPG) method for the model

zequ,Lr»leRm{dc(x) +0g(u) : Az =u},
where d¢, d¢ are indicator functions of C, @), respectively. It derives the CQ Algorithm in
non-convex setting from the perspective of algorithm.

It is worth noting that the SAPG method uses a fixed stepsize related to the largest
eigenvalue of the matrix AT A. However, if the dimension of the matrix is very large or in
some other cases, it needs too much work to compute or estimate the eigenvalue. Although
Chen [5] adopted a linear search to avoid the high computational cost, in the theorem of
global convergence, he assumed that the objective function is a KL function and the distance
function y — %dQ(y, D) is continuously differentiable at Az* with locally Lipschitz gradient,
where z* is an accumulation point of {z'}. This greatly reduces the application field of the
algorithm. In this paper, we present a projection algorithm with an Armijo-type search to
overcome the difficulties. We also show the convergence of the projection algorithm under
Kurdyka-Lojasiewicz (KL) property.

The rest of this paper is organized as follows. The mathematical formulation of non-
convex split feasibility problem and some preliminaries are given in Section 2. In Section 3,
we introduce a projection algorithm with line-search and prove its convergence.

The Problem and Some Preliminaries

In this section, we show some preliminaries, definitions, the mathematical formulation of
the SFP and KL property, uniformized KL property.

Definition 2.1 ([19]). Given a nonempty closed set D C R", the indicator function is
defined by
0 r€D
ép(x) = :
4o xz ¢ D

An extended real-valued function h : R™ — R U {oo} is said to be proper if dom h :=
{z : h(z) < o0} # 0, and closed if it is lower semicontinuous, i.e. f(z) < likm inf f(2%), as
— 00

zF = .

In this paper, we are interested in solving the following non-convex and non-smooth
minimization problem

1
L min | {(e,y) = 0c(@) + boly) + 514z — ][}, (2.1)

It can be easy to see that a point z* € C' is a solution of problem (1.1) if and only if it is a
minimizer of problem (2.1) and its optimal value is 0. Therefore, we can solve the problem
(1.1) by solving the problem (2.1).
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Remark 2.2. (1). When D is a nonempty and closed set, the indicator function of D is
a lower semicontinuous and proper function [15]. Hence, the objective function (z,y) is a
closed and proper function.

(2). Let f(z,y) = ]| Az — y||?, then

Vof(z,y) = AT (Az —y) , Vyf(z,y) =y — Ax.

For a given nonempty and closed sets € in R", the projection from R"™ onto (2 is defined
by
Pq(z) = argmin{||z — y| : y € Q}.
Since the 2 is not necessarily convex, the projector Po(x) may be a set-valued operator, as
opposed to the convex case where projections are guaranteed to be single-valued.

Definition 2.3 ([1]). Let f: R™ — (—o00,40o0] be a proper lower semicontinuous function.

(i) For each z € dom f, the Fréchet subdifferential of f at z, written df(z), is the set
of vectors u € R"™ which satisfy

p e ) = @) = (wy o)

> 0.
y—zyte lly — ||

If z & dom f, then Of (z) = 0.
(#i) The limiting-subdifferential, or simply the subdifferential for short, of f at x € domf,
written Of (), is defined as follows

Of(z) ={ue R": J* -z, f(a*) = fz),u* € Df(2*) — u}.
Remark 2.4 ([1]). (1) Let (2%, u*)ren be a sequence that converges to (z,u) as k — ooc.
By the definition of 9f(z), if f(2*) converges to f(z) as k — oo, then (x,u) € Graph Of =
{(z,u) € R"" x R™: uw e df(z)}.
(2) A necessary (but not sufficient) condition for € R™ to be a minimizer of f is

0€d f(x) (2.2)

A point that satisfies (2.2) is called limiting-critical or simply critical. The set of critical
points of f is denoted by crit f.

Proposition 2.5 ([5]). Assume that the coupling function H(z,y) in problem min{y(z,y) =
f@)+H(z,y)+9g(y)} is continuously differentiable. Then for all (z,y) € R™ x R™, we have

N (x,y) = (0f(x) + Vo H(x,y),09(y) + VyH(z,y)) = (0:9(2,y), 0y (2, y)).

Definition 2.6 ([1]). Let C be a nonempty closed subset of R™.
(7) For any = € C the Fréchet normal cone to C' at x is defined by

Ne(z) = {v € R": (v,y — ) < o(x —y),y € C}.
(#i) The (limiting) normal cone to C at x is denoted N¢(x) and is defined by
v € No(z) & Jay, € Cyxp, — x,Juy, € ﬁc(xk)mk — .

When z € C, we set N¢(z) = 0.
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Remark 2.7 ([1]). An elementary but important fact about normal cone and subdifferential

is the following
d6c = N¢.

Definition 2.8 ([9]). Let n € (0,4+00). We denote by @, the class of all concave and
continuous functions ¢ : [0,7) — R4 which satisfy the following conditions

(1) (0) = 0;
(1) @ is continuously differentiable on (0,7) with ¢’ > 0;

Definition 2.9 ([3]). Let f: R" — RU {+oo} be proper and lower semicontinuous.
(7) The function f is said to have the Kurdyka-Lojasiewicz property at @ € dom Of if
there exist 7 € (0, +00c], a neighborhood U of @ and a function ¢ € ®,, such that for all

weUN[f@) < f<f@+nl,
the following inequality holds
' (f(u) = f(@))dist(0,0f (u)) > 1.

(#i) If f satisfies the KL property at each point of dom df then f is called KL function.

Lemma 2.10 ([3]). Let Q be a compact set and let f : R" — R U {400} be a proper and
low semicontinuous function. Assume that f is constant on 2 and satisfies the KL property
at each point of Q. Then, there exist € > 0,1n > 0, and ¢ € ®, such that for allw in Q and
all w in the following intersection:

{u€ R™ : dist(u,Q) <etn{ue R : f(u) < f(u) < f(u)+n}, (2.3)

one has,

O (f(u) — f(u))dist(0,0f(u)) > 1.

Definition 2.11 ([2]). (i) A subset S of R" is a real semialgebraic if there exists a finite

number of real polynomial functions P;j;, Q;; : R" — R such that

S = ‘61 %1{23 €ER": Pij = 07Qij < 0},
j=1i=

(ii) A function f: R"™ — RU {+oc} is called semi-algebraic if its graph {(z,\) € R"*! :
f(x) = A} is a semialgebraic subset of R"*1.

Remark 2.12. (1) ([1,3,4]) If a function is semialgebraic, it satisfies the KL property with
@(s) = cs*79, for some 6 € [0,1) N Q, and some ¢ > 0 .
(2) ([1]) The indicator function of semialgebraic sets are semialgebraic.

A Projection Algorithm and Convergence Analysis

We now formally state our projection algorithm with an Armijo-like search.

Algorithm 3.1.

Step 0 Given constants [ € (0,1), p € (0,3) , € > 0. Let 2° € C. Set k = 0.
Step 1 Compute
ka S PQ(AJJk),



50 Y. YANG, B. QU AND M. QIU

2F e Po(aF — ap AT (AzP — y* 1)),
where oy, = "% |, my, is the smallest nonnegative integer m such that
k k+1
wllz® —x
IV f (@, y7h) = Vo f(™ g™ )| < ”aikn

Step 2 If ||Az*+! — yF*+1|| = 0, stop. Otherwise let k =k + 1. Go to Step 1

Remark 3.1. Algorithm 3.1 can be seen as the C'Q) algorithm which solves the convex split
feasibility problem in the non-convex setting. Also, in Algorithm 3.1, we can obtain clearly
that if || Az*+! — y**+1|| = 0, then 2**! is the optimal solution of the problem (1.1).

Theorem 3.2. For all k=0,1,..., the Armijo-like search rule is well defined.

Proof. When ay, > 0 is sufficiently small, oy, < m, then ||AT A|| < L. Therefore,
Vo f (@, ") = Vo f " )| = [|AT A2 — 2|

| AT A|[|J2* — * ]

plla® — 2|

A

IN

IA

The proof is completed. O
Remark 3.3. Remark 3.1 and Theorem 3.2 illustrate that Algorithm 3.1 is practicable.

Lemma 3.4.

. w
> 1, ———— k=0,1,....
Oék_mln{ 7HATAH}7 s Ly

Proof. If ay, = 1, then the lemma is proved.
If oy, < 1, from the search rule, we know that exist 3 Z* € Po(a% — 26V, f(a*, y* 1))
such that

. pl||xk — 2
92,0 40) = @,y > =2
Then, we can get the following inequality
l
147 4]l > £,
Qg
namely,
wl
oy > .
|| AT Al
This completes the proof. O

Definition 3.5 ([15]). (Gradient-like Descent Sequence). Let F : R% x RP — (—o0, +00] be
a proper and lower semicontinuous function which is bounded from below and {(u*, v*)}ren
be a sequence generated by a certain algorithm for solving the problem

inf{F(u,v) :u € R,v € RP}.
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We say that {(u*,v¥)}ren is a gradient-like descent sequence for minimizing F if the fol-
lowing three conditions hold:

(C1) (Sufficient decrease property). There exists a positive scalar p;, such that p;||u
uk||2 < F(uk,vk) _ F(uk+1,vk+1);

(C2) (A subgradient lower bound for the iterates gap). There exists a positive scalar ps,
such that |[w**|| < po|[uFtt — uF||;

(C3) Let (w,v) be a limit point of a subsequence {(u*, v¥)}rer, then limsup F(u*, vk) <
keKCN

k+1_

F(u,v).

Theorem 3.6 ([15]). Let {(u*,v*)}ren be a bounded gradient-like descent sequence for
minimizing F. If F is semialgebraic, then the sequence {uF}ren converges to some u*. In
addition, for any limit point v* of {v*}ren we have that (u*,v*) € crit F.

Now we establish the convergence of Algorithm 3.1.

Theorem 3.7. Let {(z*,y*)}ren be a bounded sequence generated by Algorithm 3.1. If
C,Q are semialgebraic sets, then the sequence {x*}rcn converges globally to some point x*
such that for any limit point y* of the sequence {y*}ren, the pair (z*,y*) € crit 1.

Proof. We only prove that the sequence {(z*,y*¥)}ren is a gradient-like descent sequence
according to Theorem 3.6 and Remark 2.12. We begin with the first condition (C1). From
the definition of projection, we have that

b argmin{dc(r) + anlz — o, Vol @ ) + ol - aMP) B
This implies
o (") + ap @i+l — 2%, Vo f(aF, R ) + %ka-&-l — k|2 < S ().
Therefore, we have
So(z"+h) + %kaﬂ — M2 < o (@) + aplah — RV, F (2, R ).

By subtracting aj (z* — 281V, f(z*+1,4%11)) on both side of the above inequality, we
arrive at

Jc(l‘k ) 1||xk+1 _xk||2_ak<$k k+1 V f( k+1 yk+1)>
< do(a®) + a (o — 2"+, V, f(a* ’““) V, f(eH, )
< bc () + aglat — e[|V, (2, y1) = T, f(H )|
< o (@) + plla® — 22

Also, we can get when y is fixed, f(z,y) is a convex function of z. From the search rule, we
obtain that ap < 1. Thus,

So(zF ) + (5 — )l |aP T — 2*]|?
< bc(z) + apah — F TV, f (2R R )
< So(ah) + fab i) — flahT, R,

namely,

1
0o(@ ) + (5 = mlla™ = [P+ f@H YY) < de ) + ft yF ).
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Moreover, in a similar way, we have

ST + f(@® y* ) < s (h) + F(aF ).
1

Combining the last two inequalities yields the desired result with p; = 5 — p.
For proving condition (C2) we use the optimality condition associated with the (3.1),
meaning
(z% — ") — Vo f (2%, y* ) € 86¢ (aF 1),

Multiplying both sides by ole and from Remark 2.7, we obtain that

1
;k(xk _ wk+1) _ sz(xk7yk+l) c 8(50(1’k+1).
By using that V,f(z%, 1) = AT(Az* — y**1) and adding AT Az**! on both side, we
arrive at
1
— (¥ — 2Py — AT Az 4+ AT Axht € 960 (aF 1) + AT Aghtl — ATyR L,
(€75

Also, we can have the following inequality via applying the same method to y,
Azb € 5o (yF ) + M
By subtracting both sides by Az*t1 we get that
A(x* — 2Pt € 06 (yF ) — Azt 4Rt

Letting

Lok k1 T p(k+l kY gk+1 ko ktl
a—k(x — ")+ AT AT = ), AT = A(a® — 2T,

from Proposition 2.5, we obtain that (A¥*!, AM1) € 9y (aF 1, y* 1) Therefore,

k+1 _
AT =

T
A < Sl a4 AT A - o) < AL AT gt a8,
Qg o

145 < ([ — 2.

Letting w*t! = (A5, A5+1). And combining the last two inequalities yields that

AT A]

[l < AT+ (A < ( ”

+ AT A+ A2 — 2],

Letting py = (i +1)||]AT A|| + ||A]|, we can obtain the desired result.

Lastly, from the structural properties of objective function and Step 1 in Algorithm 3.1,
we deduce that ¢ (z*,y") = 1||Az* — y*||? is continuous. Therefore, condition (C3) easily
follows. This completes the proof. O

From Algorithm 3.1, it may be seen that the sequence {(z*,y*)}ren generated by Al-
gorithm 3.1 only has the global convergence for the variable {x*},cn. Thus, we consider
adding the necessary line search to y in order to obtain the global convergence of the whole
sequence.
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Algorithm 3.2.

Step 0 Given constants [ € (0,1), p € (0,1), e>0. Let 2° € C', y° € Q. Set k = 0.
Step 1 Compute
2* e Po(ab — ap Vo f (2, 47)),

where oy, = I"* |, my, is the smallest nonnegative integer m such that

plla® — 2|

Ak

vaf(mka yk) - vxf(xk+layk)|| <

Step 2 Compute
Y e Po(yt — BV f(a" T yh),

where 8 = I | n is the smallest nonnegative integer n such that
plly® =y
IV f (@ yh) =V fa™ )| < B

Step 3 If ||AzF*T! — y*+1|| = 0, stop. Otherwise let k = k + 1. Go to Step 1

By the similar proof process with Theorem 3.2 and Lemma 3.4, we can obtain that the
search rule in Step 2 is well defined and

Br > ul, k=0,1,....

Theorem 3.8. Let {zFlien = {(zF,9%)}ren be a sequence generated by Algorithm 3.2
which is assumed to be bounded. Suppose that C,Q are semialgebraic sets. The following
assertions hold:

o0
(i) X[l = 2| < oo
k=1
(i) The sequence {z*}ren converges to a critical point z* = (x*,y*) € crit 1.

Proof. By using the method that is similar to Theorem 3.7, we obtain that

1
B = ) > a4 2R with pr = 5 (32)

‘ C 1 with o — Vaman AP e L
1) < pall = 7 with o = VEmaa{HOE 4+ IAIP 1AL (33

(i) Since {z*}1en is bounded there exists a subsequence {z%i} — z, k; — oo, we get

lim (2") = 9 (2).

kj—)oo

From (3.2), we can get that klim Y(2*) exists. So
— 00

lim (%) = (Z). (3.4)

k—o0

If there exists an integer k for which z[J(zE) = 9(Z), then the decreasing property would

k41

imply that 27" = zF. Thus, the conclusion is obvious.
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If @/}(ZE) # 1)(Z) always holds for each k = 0,1,2,..., then, because {1(z*)}ren is a
nonincreasing sequence, it is clear from (3.4) that

$(z) < P(").
Again from (3.4), for any n > 0 there exists k¢ such that
(") <(z)+n, Yk > ko
We denote by w(2°) the set of all limit points. This implies
lim dist(z",w(z%)) = 0.

k—4o00
Therefore, for any € > 0 there exists k; such that
dist(2",w(2°)) <&, Vk> k.

Combining the above two formulas, we find that {z¥}cn satisfies (2.3) for all k > [ =
max{ko, k1}.

Moreover, since w(z°) is nonempty and compact, and v(z*) is finite and constant on
w(2%), we can apply Lemma 2.10 with Q = w(2°). Therefore, for any & > [, we have

' (Y(2F) = (2))dist(0 , dp(2*)) > 1.

Using (3.3), we get that

1

/ k _ = >
@' (Y(z") —(z) = pa||2F — ZF=1]|
On the other hand, from the concavity of ¢, we get that
P(W(=") = ¥(2) — (") = 9(2)) = @' (W(*) — (@) W (") —p(F).
For convenience, for all p,q € N and Z, we define
Dpq =p(z") = 9(2)) — o(¥(27) = ¥(2)).

Combining the above two inequalities with (3.2) yields for any k > [ that

k+1 _Zk 2
Brie = P () — bE) () — v+ > AlZT =]

pallz — 2571

and hence

12641 — 24| < \Jetg g2 — 241
with ¢ = Z—f. Using the fact that 2v/ab < a + b for all a,b > 0, we infer
2)|2F Y — 2F|| < 127 — 25| + elpra (3.5)
Summing up (3.5) for i =1+ 1,...,k yields

k ) , k . ] k
2 3 I =2 < X I =24 e X A
i=l+1 i=l+1 i=l+1

k ] ) k
= > |l =2 = e 3 A
i=l+1 i=l+1

k . .
= Xl:l||zl+1*ZZH+||ZI+1*Zl||+CAl+1,k+1,
i=l+
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where the last equality follows from the fact that A, , + Ay, = A, for all p,g,m € N.
Since ¢ > 0, we thus have for all k > [ that

Ek: I+t =21 <[ = 2]+ elp((z) = $(2) — e($(z") — ¥(2)))

i=l+1
<[ = 2|+ cp( () = (2))
<[ =2+ cp(d(2h) = 9(2)).

Since the right hand-side of the inequality above does not depend on k at all, it is easily

o0
shows that > [|2F*! — 2F|| < 4-o0.
k=1

(ii) From (i), we know that {z*},.cx is a Cauchy sequence. So we can get that {z¥}ren —
z = z*, and w* — 0. We finally conclude from (3.4) and Remark 2.4 (1) that 0 € 9y(2*).
Hence, z* is a critical point of . The proof is completed. O
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