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The concept of Pareto H-eigenpair of the tensor eigenvalue complementarity problems
was introduced by Ling et al. [9] and Song et al. [17], which is a natural generalization of
the matrix eigenvalue complementarity problem [1, 5, 14]. It is worth noting that Pareto H-
eigenvalues are closely related to H-eigenvalues of A introduced by Lim [8] and Qi [11, 12],
respectively.

Definition 1.1. Let A = (ai1i2···im) ∈ R[m,n] and λ ∈ C, x ∈ Cn\{0}. Then (λ, x) is called
an eigenpair of tensor A if

Axm−1 = λx[m−1],

where x[m−1] = (xm−1
1 , · · · , xm−1

n )⊤. (λ, x) is called an H-eigenpair if they are both real.
Further, H-eigenvalue λ of A is said to be H+-eigenvalue, if its eigenvector x ∈ Rn

+\{0}.

Obviously, H+-eigenvalues of A is its Pareto H-eigenvalues. However, Song et al. [17]
pointed out that the converse results cannot hold. In order to clarify the difference between
H+-eigenvalues and Pareto H-eigenvalues, we give the following example.

Example 1.2. Let A ∈ R[4,2] with a1112 = a1222 = 2, a2111 = a2122 = −2, and other entries
be all zero.

Let (λ, x = (x1, x2)
⊤) be a Pareto eigenpair of (A, I). Consequently, 2x1(x

2
1x2 + x3

2) = λx4
1;

2x2(−x3
1 − x1x

2
2) = λx4

2;
x1 ≥ 0, x2 ≥ 0, λx3

1 − 2x2
1x2 − 2x3

2 ≥ 0, λx3
2 + 2x3

1 + 2x1x
2
2 ≥ 0.

Thus, (λ, x) = (0, (a, 0)⊤) and (λ, x) = (0, (0, a)⊤) are Pareto eigenpairs of (A, I) with
a > 0. However, (λ, x) = (0, (a, 0)⊤) and (λ, x) = (0, (0, a)⊤) cannot satisfy the following
equations: {

2x2
1x2 + 2x3

2 = λx3
1;

−2x3
1 − 2x1x

2
2 = λx3

2.

As a result, Pareto H-eigenvalues of tensor eigenvalue complementarity problems make
some practical problems provide more natural and exact mathematical representations for
specific real difficulties. Many studies have recently been conducted on this topic [2, 3, 9,
10, 16, 24]. Ling et al. [9] investigated important properties of the Pareto H-eigenvalue,
including the bound for the number of Pareto H-eigenvalues. Song et al. [15, 16] provided
a large number of structured tensors to ensure the existence of solutions to tensor comple-
mentarity problems. However, finding the largest Pareto H-eigenvalue is NP-hard [9], and
verifying structured tensors, such as strictly copositive tensors, is challenging [15, 16]. Thus,
some researchers turned to investigating inclusion intervals to characterize the distribution
of Pareto H-eigenvalues. Xu et al. [22] constructed S-inclusion intervals to locate Pareto
H-eigenvalues, and proposed sufficient conditions to guarantee the strict copositivity of a
tensor. However, choosing an inappropriate S may cause the above inclusion intervals to
be inaccurate. Inspired by the articles [6, 7, 9, 10, 16, 18, 19, 20, 21], we develop inclusion
intervals that do not require selecting S to locate Pareto H-eigenvalues based on dividing
the tensor index set. Further, we propose some sufficient conditions to identify the strict
copositivity and the strict semi-positivity by Pareto H-eigenvalue inclusion intervals under
mild conditions. These constitutes the main motivation of the paper.

The remainder of this paper is organized as follows. In Section 2, important properties of
the tensor eigenvalue complementarity problems are recalled. In Section 3, we propose sharp
Pareto H-eigenvalue inclusion intervals for tensor the eigenvalue complementarity problems.
In Section 4, we provide some sufficient conditions to check the strict copositivity and the
strict semi-positivity of tensors. The given numerical experiments show their validity.
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2 Preliminary

In this section, we shall begin with some definitions and important properties of Pareto
H-eigenvalue [11, 15, 22].

For a tensor A = (ai1i2···im) ∈ R[m,n], we denote

[A]+ := ([ai1i2...im ]+) ∈ R[m,n], [A]− := ([ai1i2...im ]−) ∈ R[m,n],

where [ai1i2...im ]+ = max{0, ai1i2...im}, [ai1i2...im ]− = max{0,−ai1i2...im}.
Define

ri(A)+ =
∑

δii2···im=0

[aii2···im ]+, ri(A)− =
∑

δii2···im=0

[aii2···im ]−,

rji (A)+ =
∑

δii2···im = 0,

δji2···im = 0

[aii2···im ]+, r
j
i (A)− =

∑
δii2···im = 0,

δji2···im = 0

[aii2···im ]−.

In order to investigate the existence of solutions for the tensor eigenvalue complementar-
ity problems, Qi [13] and Song et al. [15] introduced (strictly) semi-positive and (strictly)
copositive tensors as follows.

Definition 2.1 (Definition 2.3 of [15]). Let A = (ai1i2···im) ∈ R[m,n]. A is said to be

(i) semi-positive if for each x ≥ 0 and x ̸= 0, there exists k ∈ N such that

xk > 0 and (Axm−1)k ≥ 0;

(ii) strictly semi-positive if for each x ≥ 0 and x ̸= 0, there exists k ∈ N such that

xk > 0 and (Axm−1)k > 0.

Definition 2.2. Let A ∈ R[m,n]. A is said to be

(i) copositive if Axm ≥ 0 for any x ∈ Rn
+;

(ii) strictly copositive if Axm > 0 for any x ∈ Rn
+\{0};

(iii) symmetric if
ai1...im = aiπ(1)...iπ(m)

, ∀ π ∈ Γm,

where Γm is the permutation group of m indices.

When A is symmetric, Song et al. [15] proposed the equivalent relation between (strictly)
semi-positivity and (strictly) copositivity.

Lemma 2.3 (Theorems 3.3-3.4 of [15]). Let A = (ai1i2···im) ∈ R[m,n] be symmetric. Then
A is (strictly) semi-positive if and only if it is (strictly) copositive.

Lemma 2.4 (Proposition 2.1 of [15]). Let A = (ai1i2···im) ∈ R[m,n]. If A is strictly coposi-
tive, then ai···i > 0, ∀i ∈ N .

In the following, we propose the relation between Pareto H-eigenvalues and (strictly)
copositivity.

Lemma 2.5 (Corollary 3.5 of [17]). Let A = (ai1i2···im) ∈ R[m,n] be symmetric. Then A is
(strictly) copositive if and only if all Pareto H-eigenvalues of A are non-negative (positive).
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Lemma 2.6. Let A = (ai1i2···im) ∈ R[m,n] and [A]− ∈ R[m,n] be symmetric. If B =
(bi1i2···im) = diag(a11···1, a22···2, · · · , ann···n) − [A]− is strictly copositive, then A is strictly
copositive.

Proof. Since A = [A]+ − [A]− and B = (bi1i2···im) = diag(a11···1, a22···2, · · · , ann···n)− [A]−,
we define

A∗ = [A]+ − diag(a11···1, a22···2, · · · , ann···n)
with A = A∗+B. Consequently, A∗ is a nonnegative tensor. Taking into account that [A]−
is symmetric, we obtain B is symmetric. Since B is strictly copositive, we deduce

min
x ≥ 0

Ixm = 1

Axm = min
x ≥ 0

Ixm = 1

(A∗ + B)xm ≥ min
x ≥ 0

Ixm = 1

Bxm > 0.

Thus, A is strictly copositive.

We end this section with the Pareto H-eigenvalue inclusion set of [22].

Lemma 2.7 (Theorem 4.5 of [22]). Let A = (ai1i2···im) ∈ R[m,n] and S ⊂ N be a nonempty
proper set. Then, we have σ(A) ⊆ ΦS(A)

⋂
Ψ(A), where

ΦS(A) :=

( ⋃
i ∈ S,

j ∈ S

Φi,j(A)

)⋃( ⋃
i ∈ S,
j ∈ S

Φi,j(A)

)
,

where

Φi,j(A) :=

{
λ ∈ R : (|λ− aii···i| − rji (A)+)|λ− ajj···j | ≤ [aij···j ]+ max{rj(A)+, rj(A)−}

}
⋃{

λ ∈ R : (|λ− aii···i| − rji (A)−)|λ− ajj···j | ≤ [aij···j ]− max{rj(A)+, rj(A)−}
}
,

Ψ(A) =

{
λ ∈ R : −n

m−2
2 ||[A]−||F ≤ λ ≤ n

m−2
2 ||[A]+||F

}
.

3 Pareto H-Eigenvalues Inclusion Intervals

As we know, choosing inappropriate an index set S might cause the above inclusion set
being inaccurate in some cases. First, we propose a nonparametric Pareto H- eigenvalue
inclusion interval.

Theorem 3.1. Let A = (ai1i2···im) ∈ R[m,n] and σ(A) denote the set of all Pareto H-
eigenvalues with σ(A) ̸= ∅. Then,

σ(A) ⊆ Q(A) =
⋃
i∈N

⋂
j ∈ N,
i ̸= j

[
Qi,j(A) = Ui,j(A)

⋃
Vi,j(A)

]
,

where

Ui,j(A) =

{
z ∈ R :| (z − ai···i)(z − aj···j)− aij···jaji···i |

≤| z − aj···j | max[rji (A)+, r
j
i (A)−]+ | aij···j | max[rij(A)+, r

i
j(A)−]

}
,

Vi,j(A) =

{
z ∈ R :| z − ai···i |≤ max[δji (A)+, δ

j
i (A)−]

}
,
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δji (A)+ =
∑

δii2···im = 0,

i2, · · · , im ̸= j

[aii2···im ]+, δ
j
i (A)− =

∑
δii2···im = 0,

i2, · · · , im ̸= j

[aii2···im ]−.

Proof. Let (λ, x) be a Pareto H-eigenpair. Then,

λxm
i =

∑
(i2,i3,··· ,im)∈N

aii2···imxixi2 · · ·xim , ∀i ∈ N. (3.1)

Define xp = max
i∈N

xi > 0. For any q ̸= p, recalling the p-th and q-th equations of (3.1), we

deduce

λxm
p =

∑
δpi2···im = 0,

δqi2···im = 0

api2···imxpxi2 · · ·xim + ap···px
m
p + apq···qxpx

m−1
q ,

λxm
q =

∑
δpi2···im = 0,

δqi2···im = 0

aqi2···imxqxi2 · · ·xim + aq···qx
m
q + aqp···pxqx

m−1
p .

We now break up the argument into two cases.
Case I: xq > 0, for any q ̸= p. Then,

(λ− ap···p)x
m−1
p − apq···qx

m−1
q =

∑
δpi2···im = 0,

δqi2···im = 0

api2···imxi2 · · ·xim , (3.2)

(λ− aq···q)x
m−1
q − aqp···px

m−1
p =

∑
δpi2···im = 0,

δqi2···im = 0

aqi2···imxi2 · · ·xim . (3.3)

Solving (3.2) and (3.3) for xq, we obtain

((λ− ap···p)(λ− aq···q)− apq···qaqp···p)x
m−1
p

= (λ− aq···q)
∑

δpi2···im = 0,

δqi2···im = 0

api2···imxi2 · · ·xim + apq···q
∑

δpi2···im = 0,

δqi2···im = 0

aqi2···imxi2 · · ·xim

= (λ− aq···q)
∑

δpi2···im = 0,

δqi2···im = 0

([api2···im ]+ − [api2···im ]−)xi2 · · ·xim

+ apq···q
∑

δpi2···im = 0,

δqi2···im = 0

([aqi2···im ]+ − [aqi2···im ]−)xi2 · · ·xim . (3.4)
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Taking modulus in the above equation (3.4) and using the triangle inequality yield

| (λ− ap···p)(λ− aq···q)− apq···qaqp···p | xm−1
p

≤| λ− aq···q ||
∑

δpi2···im = 0,

δqi2···im = 0

[api2···im ]+xi2 · · ·xim −
∑

δpi2···im = 0,

δqi2···im = 0

[api2···im ]−xi2 · · ·xim |

+ | apq···q ||
∑

δpi2···im = 0,

δqi2···im = 0

[aqi2···im ]+xi2 · · ·xim −
∑

δpi2···im = 0,

δqi2···im = 0

[aqi2···im ]−xi2 · · ·xim |

≤| λ− aq···q | max{
∑

δpi2···im = 0,

δqi2···im = 0

[api2···im ]+xi2 · · ·xim ,
∑

δpi2···im = 0,

δqi2···im = 0

[api2···im ]−xi2 · · ·xim}

+ | apq···q | max{
∑

δpi2···im = 0,

δqi2···im = 0

[aqi2···im ]+xi2 · · ·xim ,
∑

δpi2···im = 0,

δqi2···im = 0

[aqi2···im ]−xi2 · · ·xim}

≤| λ− aq···q | max{
∑

δpi2···im = 0,

δqi2···im = 0

[api2···im ]+,
∑

δpi2···im = 0,

δqi2···im = 0

[api2···im ]−}xm−1
p

+ | apq···q | max{
∑

δpi2···im = 0,

δqi2···im = 0

[aqi2···im ]+,
∑

δpi2···im = 0,

δqi2···im = 0

[aqi2···im ]−}xm−1
p ,

where the second inequality holds from |a − b| ≤ max{a, b}, a and b are two nonnegative
real numbers. That is,

| (λ− ap···p)(λ− aq···q)− apq···qaqp···p |
≤| λ− aq···q | max{rqp(A)+, r

q
p(A)−}+ | apq···q | max{rpq (A)+, r

p
q (A)−}.

Case II: xq = 0, for any q ̸= p, one has

(λ− ap···p)x
m−1
p =

∑
δpi2···im = 0,

i2, · · · , im ̸= q

([api2···im ]+ − [api2···im ]−)xi2 · · ·xim . (3.5)

Taking modulus in the above equation (3.5) and using the triangle inequality give

| λ− ap···p | xm−1
p ≤|

∑
δpi2···im = 0,

i2, · · · , im ̸= q

([api2···im ]+ − [api2···im ]−)xi2 · · ·xim |

≤ max{
∑

δpi2···im = 0,

i2, · · · , im ̸= q

[api2···im ]+xi2 · · ·xim ,
∑

δpi2···im = 0,

i2, · · · , im ̸= q

[api2···im ]−xi2 · · ·xim}

≤ max{
∑

δpi2···im = 0,

i2, · · · , im ̸= q

[api2···im ]+,
∑

δpi2···im = 0,

i2, · · · , im ̸= q

[api2···im ]−}xm−1
p .

Further,

| λ− ap···p | ≤ max{
∑

δpi2···im = 0,

i2, · · · , im ̸= q

[api2···im ]+,
∑

δpi2···im = 0,

i2, · · · , im ̸= q

[api2···im ]−}

= max{δqp(A)+, δ
q
p(A)−}.
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Summarizing Cases I and II, we have λ ∈ Qp,q(A). From the arbitrariness of q, we deduce
λ ∈

⋂
j∈N,j ̸=p

Qp,j(A). Consequently, λ ∈
⋃
i∈N

⋂
j∈N,j ̸=i

Qi,j(A).

We obtain inclusion interval Q(A) by computing n(n− 1) intervals Qi,j(A) by Theorem
3.1. By S-partitioning index set of A, we propose improved S-inclusion interval MS(A) by
computing 2|S|(n− |S|) intervals MS

i,j(A) and reduce the calculation cost.

Given a nonempty proper set S ⊂ N, we define

△N := {(i2, i3, · · · , im) : each ij ∈ N for j = 2, · · · ,m},

△S := {(i2, i3, · · · , im) : each ij ∈ S for j = 2, · · · ,m},

and then

△S = △N\△S .

For a tensor A = (ai1i2···im) ∈ R[m,n] and i ∈ S, we have

ri(A)+ = r△
S

i (A)+ + r△
S

i (A)+, ri(A)− = r△
S

i (A)− + r△
S

i (A)−,

where

r△
S

i (A)+ =
∑

(i2, · · · , im) ∈ △S,
δii2···im = 0

[aii2···im ]+, r
△S

i (A)− =
∑

(i2, · · · , im) ∈ △S

δii2···im = 0

[aii2···im ]−,

r△
S

i (A)+ =
∑

(i2, · · · , im) ∈ △S

[aii2···im ]+, r
△S

i (A)− =
∑

(i2, · · · , im) ∈ △S

[aii2···im ]−.

Theorem 3.2. Let A = (ai1i2···im) ∈ R[m,n] and S ⊂ N a nonempty proper set. Then,

σ(A) ⊆ MS(A) =
⋃

i ∈ S,

j ∈ S

MS
i,j(A)

⋃ ⋃
i ∈ S,
j ∈ S

MS
i,j(A),

where

MS
i,j(A) =

{
z ∈ R : |z − ai···i|(|z − aj···j | −max{r△S

j (A)+, r
△S

j (A)−})

≤ max{ri(A)+, ri(A)−}max{r△
S

j (A)+, r
△S

j (A)−}
}
,

MS
i,j(A) =

{
z ∈ R : |z − ai···i|(|z − aj···j | −max{r△S

j (A)+, r
△S

j (A)−})

≤ max{ri(A)+, ri(A)−}max{r△
S

j (A)+, r
△S

j (A)−}
}
.

Proof. Let (λ, x) be a Pareto H-eigenpair. Setting xp = max
i∈S

xi and xq = max
i∈S

xi, one has

max{xp, xq} > 0. We now break up the argument into three cases.
Case I: xpxq > 0 and xp ≥ xq. That is, xp = max

i∈N
xi. Recalling the p-th equation of (3.1),



496 G. WANG, C. WANG AND Q. HOU

we have

(λ− ap···p)x
m
p =

∑
(i2,··· ,im)∈△S

api2···imxpxi2 · · ·xim +
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

api2···imxpxi2 · · ·xim

=
∑

(i2,··· ,im)∈△S

([api2···im ]+ − [api2···im ]−)xpxi2 · · ·xim

+
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

([api2···im ]+ − [api2···im ]−)xpxi2 · · ·xim .

Taking modulus in the above equation and using the triangle inequality, one has

|λ− ap···p|xm
p ≤ |

∑
(i2,··· ,im)∈△S

([api2···im ]+ − [api2···im ]−)xpxi2 · · ·xim |

+ |
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

([api2···im ]+ − [api2···im ]−)xpxi2 · · ·xim |

≤ max{
∑

(i2,··· ,im)∈△S

[api2···im ]+xpxi2 · · ·xim ,
∑

(i2,··· ,im)∈△S

[api2···im ]−xpxi2 · · ·xim}

+max{
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

[api2···im ]+xpxi2 · · ·xim ,
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

[api2···im ]−xpxi2 · · ·xim}

≤ max{
∑

(i2,··· ,im)∈△S

[api2···im ]+,
∑

(i2,··· ,im)∈△S

[api2···im ]−}xpx
m−1
q

+max{
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

[api2···im ]+,
∑

(i2, · · · , im) ∈ △S,
δpi2···im = 0

[api2···im ]−}xm
p

= max{r△
S

p (A)+, r
△S

p (A)−}xpx
m−1
q +max{r△S

p (A)+, r
△S

p (A)−}xm
p ,

where the second inequality holds from |a− b| ≤ max{a, b}. Hence,

(|λ− ap···p| −max{r△S

p (A)+, r
△S

p (A)−})xm−1
p ≤ max{r△

S

p (A)+, r
△S

p (A)−}xm−1
q . (3.6)

Meanwhile, it follows from the q-th equation of (3.1) that

(λ− aq···q)x
m
q =

∑
(i2, · · · , im) ∈ N,

δqi2···im = 0

aqi2···imxqxi2 · · ·xim

=
∑

(i2, · · · , im) ∈ N,
δqi2···im = 0

[aqi2···im ]+xqxi2 · · ·xim −
∑

(i2, · · · , im) ∈ N,
δqi2···im = 0

[aqi2···im ]−xqxi2 · · ·xim

and

|λ− aq···q|xm−1
q ≤ max{rq(A)+, rq(A)−}xm−1

p . (3.7)
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Multiplying (3.6) with (3.7) gives

|λ− aq···q|(|λ− ap···p| −max{r△S

p (A)+, r
△S

p (A)−})

≤ max{rq(A)+, rq(A)−}max{r△
S

p (A)+, r
△S

p (A)−},

which means that λ ∈ MS
q,p(A) ⊆ MS(A).

Case II: xpxq > 0 and xq ≥ xp. That is, xq = max
i∈N

xi. Referring to the q-th equation of (3.1),

we get

(λ− aq···q)x
m
q =

∑
(i2,··· ,im)∈△S

aqi2···imxqxi2 · · ·xim +
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

aqi2···imxqxi2 · · ·xim

=
∑

(i2,··· ,im)∈△S

([aqi2···im ]+ − [aqi2···im ]−)xqxi2 · · ·xim

+
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

([aqi2···im ]+ − [aqi2···im ]−)xqxi2 · · ·xim .

Taking modulus in the equation above and using the triangle inequality, we deduce

|λ− aq···q|xm
q ≤ |

∑
(i2,··· ,im)∈△S

([aqi2···im ]+ − [aqi2···im ]−)xqxi2 · · ·xim |

+ |
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

([aqi2···im ]+ − [aqi2···im ]−)xqxi2 · · ·xim |

≤ max{
∑

(i2,··· ,im)∈△S

[aqi2···im ]+xqxi2 · · ·xim ,
∑

(i2,··· ,im)∈△S

[aqi2···im ]−xqxi2 · · ·xim}

+max{
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

[aqi2···im ]+xqxi2 · · ·xim ,
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

[aqi2···im ]−xqxi2 · · ·xim}

≤ max{
∑

(i2,··· ,im)∈△S

[aqi2···im ]+,
∑

(i2,··· ,im)∈△S

[aqi2···im ]−}xqx
m−1
p

+max{
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

[aqi2···im ]+,
∑

(i2, · · · , im) ∈ △S,
δqi2···im = 0

[aqi2···im ]−}xm
q

= max{r△
S

q (A)+, r
△S

q (A)−}xqx
m−1
p +max{r△S

q (A)+, r
△S

q (A)−}xm
q .

Hence,

(|λ− aq···q| −max{r△S

q (A)+, r
△S

q (A)−})xm−1
q ≤ max{r△

S

q (A)+, r
△S

q (A)−}xm−1
p . (3.8)

Following the similar arguments to the proof of (3.7), we obtain

|λ− ap···p|xm−1
p ≤ max{rp(A)+, rp(A)−}xm−1

q . (3.9)

Multiplying (3.8) with (3.9) gives

|λ− ap···p|(|λ− aq···q| −max{r△S

q (A)+, r
△S

q (A)−})

≤ max{rp(A)+, rp(A)−}max{r△
S

q (A)+, r
△S

q (A)−},
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which shows that λ ∈ MS
p,q(A) ⊆ MS(A).

Case III: xpxq = 0. Without loss of generality, let xp > 0 and xq = 0. Then by (3.6),

|λ− ap···p| −max{r△S

p (A)+, r
△S

p (A)−} ≤ 0.

For any q ∈ S̄, it holds that

|λ− aq···q|(|λ− ap···p| −max{r△S

p (A)+, r
△S

p (A)−})

≤ max{rq(A)+, rq(A)−}max{r△
S

p (A)+, r
△S

p (A)−},

which implies that λ ∈ MS
q,p(A) ⊆ MS(A).

Combining Cases I, II and III, we conclude the desired results.

Next, we introduce Example 4.3 of [22] to show that the results in Theorem 3.1 and
Theorem 3.2 are sharper than that in Theorem 4.5 of [22] under certain cases.

Example 3.3. Let A ∈ R[3,3] with a233 = 1, a322 = −1, a231 = −5, a312 = 6, a321 = −6, and
other entries be all zero.

Recalling Theorem 3.1 and Theorem 3.2, we obtain

r1(A)+ = 0, r1(A)− = 0, r21(A)+ = 0, r21(A)− = 0, r31(A)+ = 0, r31(A)− = 0,

r2(A)+ = 1, r2(A)− = 5, r12(A)+ = 1, r12(A)− = 5, r32(A)+ = 0, r32(A)− = 5,

r3(A)+ = 6, r3(A)− = 7, r13(A)+ = 6, r13(A)− = 7, r23(A)+ = 6, r23(A)− = 6.

Recalling that S = {1, 3}, S = {2} in [22], we compute ΦS(A) as follows:

ΦS(A) = [−3−
√
14, 3 +

√
14] ≈ [−6.7417, 6.7417].

Following the classification of S = {1, 3}, S = {2} of [22], we have

r△
S

1 (A)+ = 0, r△
S

1 (A)− = 0, r△
S

1 (A)+ = 0, r△
S

1 (A)− = 0,

r△
S

2 (A)+ = 1, r△
S

2 (A)− = 5, r△
S

2 (A)+ = 0, r△
S

2 (A)− = 0,

r△
S

3 (A)+ = 0, r△
S

3 (A)− = 1, r△
S

3 (A)+ = 6, r△
S

3 (A)− = 6,

and
δji (A)+ = 0, δji (A)− = 0, ∀i, j = 1, 2, 3, i ̸= j.

According to Theorem 3.2, we obtain

MS(A) = MS
1,2(A)

⋃
MS

3,2(A)
⋃

MS
2,1(A)

⋃
MS

2,3(A)

= [−
√
35,

√
35] ≈ [−5.9161, 5.9161] ⊆ [−3−

√
14, 3 +

√
14] = ΦS(A),

where MS
1,2(A) = {0},MS

3,2(A) = [−
√
35,

√
35],MS

2,1(A) = {0},MS
2,3(A) = [−

√
11,

√
11].

Referring to Theorem 3.1, one has

Q(A) = [Q1,2(A)
⋂

Q1,3(A)]
⋃

[Q2,1(A)
⋂

Q2,3(A)]
⋃

[Q3,1(A)
⋂

Q3,2(A)]

= [−5 +
√
41

2
,
5 +

√
41

2
] ≈ [−5.7016, 5.7016] ⊆ [−3−

√
14, 3 +

√
14] = ΦS(A),

where Q1,2(A)
⋂
Q1,3(A) = {0}, Q2,1(A)

⋂
Q2,3(A) = [−5, 5],Q3,1(A)

⋂
Q3,2(A) =

[− 5+
√
41

2 , 5+
√
41

2 ].
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4 Checking the Strict Copositivity of Tensors

In this section, we establish sharp sufficient conditions to verify the strict copositivity of
real tensors based on Theorems 3.1-3.2. We begin this section with a sufficient condition for
judging strict copositivity of [22].

Lemma 4.1 (Theorem 4.9 of [22]). Let A = (ai1i2···im) ∈ R[m,n] and [A]− ∈ R[m,n] be
symmetric, and aii···i ≥ ri(A)− for each i ∈ [n]. If aij···j < 0 for each i ∈ [n] and j ∈ [n]\{i},
and there exists k ∈ [n] such that akk···k > rk(A)−, then A is strictly copositive.

Theorem 4.2. Let A = (ai1i2···im) ∈ R[m,n] and [A]− ∈ R[m,n] be symmetric. Let B =
(bi1i2···im) = diag(a11···1, a22···2, · · · , ann···n)− [A]−. If bi···i > 0, for each i, j ∈ N, j ̸= i such
that

bj···j(bi···i − rji (B)−) >| bij···jbji···i | + | bji···i | rij(B)− (4.1)

and

bi···i > δji (B)−, (4.2)

then A is strictly copositive and strictly semi-positive.

Proof. Let λ ∈ Q(B) be a Pareto H-eigenvalue. By the definition of B, we obtain bi···i = ai···i
for all i ∈ N. Suppose on the contrary that λ ≤ 0. Now, we apply Theorem 3.1 to tensor B
and break up the argument into two cases.
Case I. There exists p ∈ N such that λ ∈ Up,q(B) for all q ∈ N, q ̸= p. That is,

|(λ− bp···p)(λ− bq···q)− bpq···qbqp···p |
≤| λ− bq···q | max{rqp(B)+, rqp(B)−}+ |bpq···q|max{rpq (B)+, rpq (B)−}
=| λ− bq···q | rqp(B)− + |bpq···q|rpq (B)−.

Further,

|(λ− bp···p)(λ− bq···q) | − | bpq···qbqp···p |≤| (λ− bp···p)(λ− bq···q)− bpq···qbqp···p |
≤| λ− bq···q | rqp(B)− + |bpq···q|rpq (B)−,

equivalently,

| λ− bq···q | (| λ− bp···p | −rqp(B)−) ≤| bpq···qbqp···p | +|bpq···q|rpq (B)−. (4.3)

It follows from (4.1), (4.3), bi···i > 0 and λ ≤ 0 that

0 ≤| bpq···qbqp···p | +|bpq···q|rpq (B)− < bq···q(bp···p − rqp(B)−)
≤| λ− bq···q | (| λ− bp···p | −rqp(B)−) ≤| bpq···qbqp···p | +|bpq···q|rpq (B)−,

which the contradiction arises. Thus, λ > 0.
Case II. There exists p ∈ N such that λ ∈ Vp,q(B) for all q ∈ N, q ̸= p. That is

| λ− bp···p |≤ max{δqp(B)+, δqp(B)−} = δqp(B)−.

Taking into account bi···i > 0 and λ ≤ 0, one has

bp···p ≤ δqp(B),

which contradicts (4.2). Thus, λ > 0.
Combining Cases I and II, we obtain A and B are strictly copositive by Lemmas 2.5 and

2.6.
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Theorem 4.3. Let A = (ai1i2···im) ∈ R[m,n], [A]− ∈ R[m,n] be symmetric, and S ⊂ N
a nonempty proper set. Let B = (bi1i2···im) = diag(a11···1, a22···2, · · · , ann···n) − [A]−. If
bi···i > 0, for each i ∈ S and each j ∈ S such that

bi···i(bj···j − r△
S

j (B)−) > ri(B)−r△
S

j (B)− (4.4)

and

bj···j(bi···i − r△
S

i (B)−) > rj(B)−r△
S

i (B)−, (4.5)

then A is strictly copositive and strictly semi-positive.

Proof. Let λ ∈ MS(B) be a Pareto H-eigenvalue. Suppose on the contrary that λ ≤ 0.
Now, we apply Theorem 3.2 to tensor B and break up the argument into two cases.
Case I. There exists p ∈ S and q ∈ S with λ ∈ MS

p,q(B), that is,

| λ− bp···p | (| λ− bq···q | −r△
S

q (B)−)

=| λ− bp···p | (| λ− bq···q | −max{r△S

q (B)+, r△
S

q (B)−})

≤ max{rp(B)+, rp(B)−}max{r△
S

q (B)+, r△
S

q (B)−} = rp(B)−r△
S

q (B)−. (4.6)

Further, It follows from (4.4), (4.6), bi···i > 0 and λ ≤ 0 that

0 ≤ rp(B)−r△
S

q (B)− < bp···p(bq···q − r△
S

q (B)−)

≤| λ− bp···p | (| λ− bq···q | −r△
S

q (B)−) ≤ rp(B)−r△
S

q (B)−,

which the contradiction arises. Thus, λ > 0.

Case II. There exists p ∈ S and q ∈ S with λ ∈ MS
p,q(B), equivalently,

| λ− bp···p | (| λ− bq···q | −r△
S

q (B)−)

=| λ− bp···p | (| λ− bq···q | −max{r△S

q (B)+, r△
S

q (B)−})

≤ max{rp(B)+, rp(B)−}max{r△
S

q (B)+, r△
S

q (B)−} = rp(B)−r△
S

q (B)−. (4.7)

Using (4.5), (4.7), bi···i > 0 and λ ≤ 0, we deduce

0 ≤ rp(B)−r△
S

q (B)− < bp···p(bq···q − r△
S

q (B)−)

≤| λ− bp···p | (| λ− bq···q | −r△
S

q (B)−) ≤ rp(B)−r△
S

q (B)−,

which the contradiction arises. Thus, λ > 0.
Summing up Cases I and II, we obtain A and B are strictly copositive by Lemmas 2.5

and 2.6.

Remark 4.4. By Lemma 2.3, we obtain that the strict copositivity is equivalent to the strict
semi-positivity of a tensor under the condition that it is symmetric. Thus, Theorems 4.2 and
4.3 provide sharp conditions to verify the strict semi-positivity of A when [A]− is symmetric.
Meanwhile, Xu et al. [23] introduced generalized row strictly diagonally dominant tensors
if and only if A = (ai1i2···im) ∈ R[m,n] satisfies

ai···i > ri(A)−, ∀i ∈ N.
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In analogy to the generalized row strictly diagonally dominant condition, Theorems 4.2 and
4.3 can guarantee the strict semi-positivity under weak conditions. Therefore, Theorems 4.2
and 4.3 can be regarded as a generalization of the conclusion of article [23].

Remark 4.5. To identify the strict copositivity, we require [A]− is symmetric in Theorems
4.2-4.3. For general tensors, symmetry is a relatively strict condition. Importantly, Axm

can be strictly copositive even if [A]− is not symmetric. To tackle this problem, we may
symmetrize the tensors A = (ai1i2···im) ∈ R[m,n] as follows:

ãi1i2···im =

{
ai1i2···im if i1 = i2 = · · · = im,
1
m!

∑
i2···im∈Γm

ai1i2···im otherwise,

where Ã = (ãi1i2···im) ∈ R[m,n] is the symmetrization tensor under permutation group Γm.

Remark 4.6. Strict semi-positivity of tensors is important to guarantee the existence of
solutions for tensor eigenvalue complementarity problems. However, identifying the strict
semi-positivity is not easy [16]. Based on Theorems 4.2 and 4.3, we can quickly check
whether A is strictly semi-positive when [A]− is symmetric or symmetrization tensor [Ã]−
is symmetric.

The following example shows that the results given in Theorem 4.2 and 4.3 can verify the
strict copositivity of tensors more accurate than that of Theorem 4.9 of [22] under certain
cases.

Example 4.7. Let A ∈ R[3,2] with

a111 = 3, a112 = −1, a121 = −1, a122 = 1,

a222 = 1, a212 = 0, a221 = 0, a211 = −1.

It is easy to see that [A]− is symmetric with

a111 = 3 > 2 = r1(A)−, a222 = 1 ≥ 1 = r2(A)−.

However, a122 = 1 > 0. Therefore, we cannot judge whether A is strictly copositive by
Theorem 4.9 of [22].
According to Theorem 4.2, we have

b111 = 3, b112 = −1, b121 = −1, b222 = 1, b211 = −1,

r21(B)− = 2, r12(B)− = 0, δ21(B)− = 0, δ12(B)− = 0,

and
b222(b111 − r21(B)−) = 1 >| b122b211 | + | b211 | r12(B)− = 0,

b111 = 3 > δ21(B)− = 0,

b111(b222 − r12(B)−) = 3 >| b211b122 | + | b122 | r21(B)− = 0,

b222 = 1 > δ12(B)− = 0.

The conditions of Theorem 4.2 are satisfied, which show that B is strictly copositive. Further,
A is strictly copositive and strictly semi-positive by Lemmas 2.3 and 2.6.
By Theorem 4.3, set S = {1} and S = {2}, we have

r△
S

1 (B)− = 0, r△
S

1 (B)− = 2, r△
S

2 (B)− = 1, r△
S

2 (B)− = 0,
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and
b111(b222 − r△

S

2 (B)−) = 3 > r1(B)−r△
S

2 (B)− = 2,

b222(b111 − r△
S

1 (B)−) = 1 > r2(B)−r△
S

1 (B)− = 0,

which means that B is strictly copositive. Further, A is strictly copositive and strictly
semi-positive by Lemmas 2.3 and 2.6. Indeed, we can verify

Bx3 = 3x3
1 − 3x2

1x2 + x3
2 = (x1 − x2)

2(2x1 + x2) + x3
1 > 0, ∀x ∈ R2

+\{0},

which shows that A and B are strictly copositive and strictly semi-positive.
When [A]− is asymmetric, we still verify the strict copositivity of A by Theorems 4.2-4.3.

Example 4.8. Let A ∈ R[3,2] with

a111 = 3, a112 = −2, a121 = −1, a122 = 1,

a222 = 1, a212 = 0, a221 = 0, a211 = 0.

Since [a112]− = 2, [a121]− = 1 and [a211]− = 0, we know that [A]− is asymmetric.
Therefore, we cannot directly use Theorems 4.2-4.3 to judge whether A is strictly copositive.
Symmetrizing [A]−, we obtain [Ã]− with

ã111 = 0, ã112 = −1, ã121 = −1, ã122 = 0,

ã222 = 0, ã212 = 0, ã221 = 0, ã211 = −1.

It is easy to see that [Ã]− is symmetric and B̃ = B of Example 4.1. Thus, A and B are
strictly copositive by Theorems 4.2-4.3. Indeed, one has

Ax3 = 3x3
1 − 3x2

1x2 + x1x
2
2 + x3

2 = (x1 − x2)
2(2x1 + x2) + x3

1 + x1x
2
2 > 0, ∀x ∈ R2

+\{0},

which implies that A is strictly copositive and strictly semi-positive.
In the following, selecting appropriate S may affect the judgment of strict copositivity

of tensors.

Example 4.9. Let A ∈ R[3,3] with

a111 = 9, a112 = −1, a121 = −1, a113 = −2, a131 = −2, a122 = −1, a133 = 1,

a222 = 12, a212 = −1, a221 = −1, a223 = −2, a232 = −2, a211 = −1, a233 = −1,

a333 = 5, a313 = 1, a331 = 1, a323 = −1, a332 = −1, a311 = −2, a322 = −2,

and other entries be all zero.

By computing, we can verify that [A]− is symmetric and

a111 = 9 > 7 = r1(A)−, a222 = 12 > 8 = r2(A)−, a333 = 5 < 6 = r3(A)−,

which implies that Theorem 4.9 of [22] is not suitable to judge whether A is strictly copos-
itive.
Recalling Theorem 4.2, we obtain

b111 = 9, b112 = −1, b121 = −1, , b113 = −2, b131 = −2, b122 = −1,
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b222 = 12, b212 = −1, b221 = −1, b223 = −2, b232 = −2, b211 = −1, b233 = −1,

b333 = 5, b323 = −1, b332 = −1, b311 = −2, b322 = −2,

r21(B)− = 6, r31(B)− = 7, r12(B)− = 7, r32(B)− = 7, r13(B)− = 4, r23(B)− = 4,

δ21(B)− = 4, δ31(B)− = 3, δ12(B)− = 5, δ32(B)− = 3, δ13(B)− = 4, δ23(B)− = 2,

and
b222(b111 − r21(B)−) = 36 >| b122b211 | + | b211 | r12(B)− = 8,

b111 = 9 > δ21(B)− = 4,

b333(b111 − r31(B)−) = 10 >| b133b311 | + | b311 | r13(B)− = 8,

b111 = 9 > δ31(B)− = 3,

b111(b222 − r12(B)−) = 45 >| b211b122 | + | b122 | r21(B)− = 7,

b222 = 12 > δ12(B)− = 5,

b333(b222 − r32(B)−) = 25 >| b233b322 | + | b322 | r23(B)− = 10,

b222 = 12 > δ32(B)− = 3,

b111(b333 − r13(B)−) = 9 >| b311b133 | + | b133 | r31(B)− = 0,

b333 = 5 > δ13(B)− = 4,

b222(b333 − r23(B)−) = 12 >| b322b233 | + | b233 | r32(B)− = 9,

b333 = 5 > δ23(B)− = 2.

All conditions of Theorem 4.2 are satisfied. Hence, B is strictly copositive and strictly semi-
positive. Further, A is strictly copositive and strictly semi-positive by Lemmas 2.3 and 2.6.
According to Theorem 4.3, we compute

r1(B)− = 7, r2(B)− = 8, r3(B)− = 6, r△
S

3 (B)− = 4, r△
S

3 (B)− = 2.

Setting S = {1, 3} and S = {2}, we obtain

b222(b333 − r△
S

3 (B)−) = 12 < r2(B)−r△
S

3 (B)− = 16.

Thus, we cannot verify that B is strictly copositive.
Using Theorem 3.2 of [17], we compute ParetoH-eigenvector x = (0.6401, 0.5891, 0.8109)⊤

with the minimum Pareto H-eigenvalue λmin as follows

min
xi ≥ 0

x3
1 + x3

2 + x3
3 = 1

Bx3 = λmin = 1.2453 > 0,

which implies that B is strictly copositive and strictly semi-positive. Further, A is strictly
copositive and strictly semi-positive.

5 Conclusion

In this paper, we established tight Pareto H-eigenvalue inclusion intervals based on parti-
tioning index set of the tensors. Meanwhile, checkable sufficient conditions were proposed
to verify the strict copositivity, as well as the strict semi-positivity of real tensors. Further
studies can be considered to develop some algorithms by Pareto H-eigenvalue inclusion in-
tervals for tensor eigenvalue complementarity problems, as done in [4] for solving the matrix
eigenvalue complementarity problems.
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