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minimax problems, design centering and disjunctive programming; e.g., [3, 24, 25]. A great
deal of results have appeared in the literature: e.g., [5,8,9,11–18] and the references therein.

Very recently, Kanzi and Soleimani-damaneh [6] derived some necessary and sufficient
optimality conditions for quasiconvex semi-infinite programming problems by the quasicon-
vex Slater constraint qualification.

Motivated by the results from [6, 7], our aim in this paper is to study the optimality
condition for nonconvex semi-infinite programming problems. First, the Abadie constraint
qualification using the star subdifferential is introduced and the relation between this new
constraint qualification and the quasiconvex Slater constraint qualification is established.
Second, necessary optimality conditions for nonconvex semi-infinite programming problems
are derived, where the involved functions need only to admit a convex sublevel set at the
optimal point. Finally, some sufficient optimality conditions are given for the considered
problem. The results obtained in this paper improve the corresponding ones in [6].

2 Preliminaries

We start this section by introducing some necessary notations and concepts. Let A ⊂ Rn.
Denote by intA, clA and bdA, respectively, the interior, closure and the boundary of A. Let
A be convex and x ∈ A. The normal cone at x to A, denoted by N(A;x), is defined by

N(A;x) := {ξ ∈ Rn : ⟨ξ, y − x⟩ ≤ 0, ∀ y ∈ A}.

If x /∈ clA, then we adopt that N(A;x) = ∅.
A real-valued function f : Rn → R is said to be quasiconvex if its sublevel set Lf (x) :=

{y ∈ Rn : f(y) ≤ f(x)} at x is convex for all x ∈ Rn, or equivalently, if for each r ∈ R the
strict sublevel set {y ∈ Rn : f(y) < r} is convex. Hence, f is quasiconvex if and only if
the strict sublevel set L<

f (x) := {y ∈ Rn : f(y) < f(x)} is convex for all x ∈ Rn. Another
equivalent statement, which is often met in the literature, is that f is quasiconvex if for any
x, y ∈ Rn, λ ∈ [0, 1], we have

f(x+ λ(y − x)) ≤ max{f(x), f(y)}.

We now recall some definitions of the important subdifferentials. Let x0 ∈ Rn. The
Greenber-Pierskalla subdifferential [4], which is akin to the normal cone, is defined by

∂GP f(x0) := {ξ ∈ Rn : ⟨ξ, x− x0⟩ < 0, ∀ x ∈ L<
f (x0)}.

The star subdifferentials [19], are the following normal cone subdifferentials:

∂vf(x0) := N(Lf (x0);x0),

∂⊛f(x0) := N(L<
f (x0);x0),

∂⋆f(x0) := N(L<
f (x0);x0)\{0}.

It is easy to see that ∂GP f(x0) ⊆ ∂⊛f(x0) and ∂vf(x0) ⊆ ∂⊛f(x0). If f is upper semi-
continuous on L<

f (x0) (i.e., at each point of this set), then ∂⊛f(x0) = ∂GP f(x0) ∪ {0};
see [19, Proposition 8].

The following lemmas will be used in the sequel.



OPTIMALITY CONDITIONS FOR SEMI-INFINITE PROGRAMMING PROBLEMS 521

Lemma 2.1 ([7, Theorem 3.1]). Consider the minimization problem:
(P) Minimize f(x) subject to x ∈ C,

where f : Rn → R and C ⊆ Rn is a convex set. Let L<
f (x0) be a convex set. Suppose that

x0 ∈ C is a solution to the problem (P), which is not a local minimizer of f on Rn. Then

∂⊛f(x0) ∩ (−N(C;x0)) ̸= {0}.

Lemma 2.2. Let f : Rn → R be a real-valued function and x0 ∈ Rn. If there is not local
minimizer of f in f−1(f(x0)), then

(i) [23, Lemma 2.1] ∂⊛f(x0) = ∂vf(x0);

(ii) [19, Proposition 8] ∂⋆f(x0) = ∂vf(x0)\{0}.

From Lemma 4.9 and Corollary 5.4 in [9], we have the following result.

Lemma 2.3. Let T be an infinite index set, and the sets D and Ct, t ∈ T be closed convex
subsets of Rn. Assume that the following conditions are satisfied:

(i) T is a compact metric space;

(ii) the set-valued mapping t 7→ (spanD) ∩ Ct is lower semi-continuous on T ;

(iii) D ∩ (∩t∈T intCt) ̸= ∅.

Then for each x0 ∈ D ∩ (∩t∈TCt) we have

N(D ∩ (∩t∈TCt);x0) = N(D;x0) +
∑
t∈T

N(Ct;x0).

3 Optimality Conditions

In this section, we consider the following semi-infinite programming problem:

(SIP) Minimize f(x),

subject to ft(x) ≤ 0, t ∈ T,

x ∈ Rn,

where T is an arbitrary (not necessarily finite) index set, f , ft : Rn → R, t ∈ T , are two
real-valued functions.

We shall use the following notations:

C := {x ∈ Rn : ft(x) ≤ 0, ∀ t ∈ T},

Ct := {x ∈ Rn : ft(x) ≤ 0}, t ∈ T,

T (x) := {t ∈ T : ft(x) = 0}, x ∈ Rn.

Obviously, C =
∩

t∈T Ct. Recently, Kanzi and Soleimani-damaneh [6] introduced the fol-
lowing quasiconvex Slater constraint qualification to the system {ft : t ∈ T}.

Definition 3.1. [6] We say that the system {ft : t ∈ T} satisfies the quasiconvex Slater
constraint qualification (QSCQ) if
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(a) T ⊆ Rn is a compact set;

(b) for each t ∈ T , Ct is a closed set;

(c) the set-valued mapping t 7→ Ct is lower semi-continuous on T ;

(d) there exists a point x ∈ Rn such that ft(x) < 0 for all t ∈ T .

Next, we introduce a new constraint qualification to the system {ft : t ∈ T}.

Definition 3.2. Let C be a convex set and x0 ∈ C. We say that the system {ft : t ∈ T}
satisfies the generalized Abadie constraint qualification (GACQ) at x0 if

N(C;x0) =
∑

t∈T (x0)

∂vft(x0). (3.1)

Remark 3.3. If x0 ∈ intC, then it is easy to see that (3.1) holds.

Proposition 3.4. Let x0 ∈ C. Assume that Ct, t ∈ T is convex and ft, t ∈ T is upper
semi-continuous on Rn. If the system {ft : t ∈ T} satisfies the (QSCQ), then it satisfies the
(GACQ) at x0.

Proof. By the definition of the (GSCQ), there exists x ∈ Rn such that ft(x) < 0 for all
t ∈ T . Since ft, t ∈ T is upper semi-continuous on Rn,

x ∈
∩
t∈T

intCt.

As Ct, t ∈ T is convex, we have C is convex. Note that x0 ∈ C. Then x0 ∈
∩

t∈T Ct. By
Lemma 2.3,

N(C;x0) =
∑
t∈T

N(Ct;x0) =
∑

t∈T (x0)

N(Ct;x0) +
∑

t∈T\T (x0)

N(Ct;x0).

For each t ∈ T (x0), we have

Ct = {x ∈ Rn : ft(x) ≤ 0} = {x ∈ Rn : ft(x) ≤ ft(x0)} = Lft(x0).

It follows that ∑
t∈T (x0)

N(Ct;x0) =
∑

t∈T (x0)

N(Lft(x0);x0) =
∑

t∈T (x0)

∂vft(x0).

For each t ∈ T\T (x0), we have x0 ∈ intCt. This implies N(Ct;x0) = {0} for all t ∈ T\T (x0).
Hence,

N(C;x0) =
∑

t∈T (x0)

N(Ct;x0) +
∑

t∈T\T (x0)

N(Ct;x0) =
∑

t∈T (x0)

∂vft(x0).

The proof is complete.

The following example shows that the system {ft : t ∈ T} satisfies the (GACQ) at x0,
but it does not satisfy the (QSCQ).
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Example 3.5. Consider the system {ft : t ∈ T}, where T := [1, 2],

f1(x) =

{
0, if x ≥ 0,
2, if x < 0,

ft(x) =
−x− 1

t
, t ∈ (1, 2),

f2(x) = −x.

Then C = [0,+∞). Let x0 = 0. It is easy to see that (1) holds. But the system {ft : t ∈ T}
does not satisfy the (QSCQ) since there is not x ∈ Rn such that ft(x) < 0 for all t ∈ T .

We now give a necessary optimality condition of KKT type to the problem (SIP).

Theorem 3.6. Let x0 ∈ C, the sets L<
f (x0) and C be convex. Suppose that the system

{ft : t ∈ T} satisfies the (GACQ) at x0 and x0 is a solution of the problem (SIP), but x0 is
not a local minimizer of f on Rn. Then

∂vf(x0) ∩

−
∑

t∈T (x0)

∂vft(x0)

 ̸= {0}. (3.2)

Proof. Since L<
f (x0) is a convex set and x0 is a solution of the problem (SIP) which is not

a local minimizer of f on Rn, by Lemma 2.1,

∂⊛f(x0) ∩ (−N(C;x0)) ̸= {0}. (3.3)

Note that the system {ft : t ∈ T} satisfies the (GACQ) at x0. Then (1) holds. This together
with (3.3) yields

∂⊛f(x0) ∩

−
∑

t∈T (x0)

∂vft(x0)

 ̸= {0}.

From Lemma 2.2 (i), we have (3.2) holds. The proof is complete.

We now give an example to illustrate Theorem 3.6.

Example 3.7. Consider the following problem:

(SIP) Minimize f(x),

subject to ft(x) ≤ 0, t ∈ T := [1, 2],

where

f(x) =

{
x− 1, if x < 0,
x, if x ≥ 0

and ft(x), t ∈ T considered in Example 3.5. Let x0 = 0. Then C = [0,+∞), L<
f (x0) =

(−∞, 0) is convex. It is easy to see that x0 is a solution for (SIP) which is not a local
minimizer of f on R. By a simple computation,

∂vf(x0) = [0,+∞), ∂vft(x0) = (−∞, 0], ∀ t ∈ T (x0) = {1, 2}.

Therefore, (3.2) holds.
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By Proposition 3.4 and Theorem 3.6, we have the following corollary.

Corollary 3.8. Let x0 ∈ C and L<
f (x0) be a convex set. Suppose that the system {ft : t ∈ T}

satisfies the (QSCQ) and x0 is a solution of the problem (SIP), but x0 is not a local minimizer
of f on Rn. If Ct, t ∈ T is a convex set and ft, t ∈ T is upper semi-continuous on Rn, then
(3.2) holds.

Remark 3.9. If f and ft, t ∈ T are quasiconvex on Rn, then L<
f (x0) and Ct, t ∈ T

are convex. But the converse does not hold in general. Therefore, Corollary 3.8 improves
Theorem 3.4 of Kanzi and Soleimani-damaneh [6].

Corollary 3.10 ([6, Theorem 3.4]). Let the (GSCQ) be satisfied and the functions f and
ft, t ∈ T be quasiconvex on Rn. Suppose that x0 is a solution of the problem (SIP), but x0

is not a local minimizer of f on Rn. If f and ft, t ∈ T are upper semi-continuous on Rn,
then (3.2) holds.

Remark 3.11. The example below illustrates that Corollary 3.8 holds but Corollary 3.10
does not apply.

Example 3.12. Consider the following problem:

(SIP) Minimize f(x),

subject to ft(x) ≤ 0, t ∈ T := [1, 2],

where

f(x) =


−2, if x ≤ −2,
−1, if − 2 < x < −1,
−2, if − 1 ≤ x < 0,
x, if x ≥ 0,

f1(x) =

 1, if x < −1,
2, if x = −1,
−x− 1, if x > −1

and ft(x) = −tx, for all t ∈ (1, 2]. Consider a point x0 = 0. Then C = [0,+∞), L<
f (x0) =

(−∞, 0) is convex, ft, t ∈ [1, 2] is upper semi-continuous and x0 is a solution for (SIP) which
is not a local minimizer of f on R. All assumptions of Corollary 3.8 are satisfied. By a
simple computation,

∂vf(x0) = [0,+∞), ∂vft(x0) = (−∞, 0], ∀ t ∈ T (x0) = (1, 2].

Obviously, (3.2) holds. But Theorem 3.4 of Kanzi and Soleimani-damaneh [6], i.e., Corollary
3.10, is not applicable since f and ft, t ∈ T are not quasiconvex on Rn, and f is not upper
semi-continuous on Rn.

From Corollary 3.8 and Lemma 2.2 (ii), we have the following corollary.

Corollary 3.13. Let L<
f (x0) be a convex set and the (GSCQ) be satisfied. Suppose that x0

is a solution of the problem (SIP), but x0 is not a local minimizer of f on Rn. If Ct, t ∈ T
is a convex set and ft, t ∈ T is upper semi-continuous on Rn, then

∂⋆f(x0) ∩

−
∑

t∈T (x0)

∂⋆ft(x0)

 ̸= {0}. (3.4)
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Remark 3.4 In [6], Kanzi and Soleimani-damaneh gave a sufficient condition guaranteeing
(3.4) to be hold. The assumption that f and ft, t ∈ T are quasiconvex on Rn and f is
upper semi-continuous on Rn are required in [6]. However, Corollary 3.12 does not require
this assumption. Therefore, Corollary 3.12 improves Theorem 3.5 of Kanzi and Soleimani-
damaneh [6].

The following theorem gives a sufficient condition assuming that x0 is a solution of the
problem (SIP).

Theorem 3.14. Let x0 ∈ C and C be a convex set. Assume that

∂GP f(x0) ∩

−
∑

t∈T (x0)

∂vft(x0)

 ̸= {0}. (3.5)

Then x0 is a solution of the problem (SIP).

Proof. Suppose by contradiction that there exists x′ ∈ C such that f(x′) < f(x0). By the
definition of ∂GP f(x0), for any µ ∈ ∂GP f(x0),

⟨µ, x′ − x0⟩ < 0.

By (3.5), there exists ξ ∈ ∂GP f(x0) and ξt ∈ ∂vft(x0), t ∈ T (x0) such that

ξ +
∑

t∈T (x0)

ξt = 0.

It follows that
⟨ξ +

∑
t∈T (x0)

ξt, x
′ − x0⟩ = 0. (3.6)

Note that ξ ∈ ∂GP f(x0). Then we have ξ ̸= 0 and

⟨ξ, x′ − x0⟩ < 0. (3.7)

Since x′ ∈ C, ft(x
′) ≤ 0 = ft(x0) for all t ∈ T (x0). Then x′ ∈ Lft(x0). This fact together

with ξt ∈ ∂vft(x0) yields
⟨ξt, x′ − x0⟩ ≤ 0, ∀ t ∈ T (x0). (3.8)

Combining (3.7) and (3.8) yields

⟨ξ +
∑

t∈T (x0)

ξt, x
′ − x0⟩ < 0,

which contradicts (3.6). The proof is complete.

We now give an example to illustrate Theorem 3.14.

Example 3.15. Consider the following problem:

(SIP) Minimize f(x),

subject to ft(x) ≤ 0, t ∈ T := 1, 2, 3, · · · ,
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where

f(x) =

{
x, if x ≥ 0,
−1, if x < 0,

ft(x) =

{
−x, if t = 1,
−t|x| − 1, if t = 2, 3, · · · .

Then C = [0,+∞) is convex. Let x0 = 0. By a simple computation,

∂GP f(x0) = (0,+∞), ∂vft(x0) = (−∞, 0], ∀ t ∈ T (x0) = {1}.

It is easy to see (3.5) holds and x0 is a solution to (SIP).

Corollary 3.16. Let x0 ∈ C and C be a convex set. Assume that f is upper semi-continuous
on L<

f (x0) and

∂⊛f(x0) ∩

−
∑

t∈T (x0)

∂vft(x0)

 ̸= {0}. (3.9)

Then x0 is a solution of the problem (SIP).

Proof. Since f is upper semi-continuous on L<
f (x0), ∂

⊛f(x0) = ∂GP f(x0) ∪ {0}. This fact
together with (3.9) implies (3.5) holds. It follows that x0 is a solution of the problem
(SIP).
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