


2534 G. G. ZENGIN AND E. SAVAS

The notion of infinite series arose with the advent of algebraic operations in the
field of number systems. Gregory focused on infinite series throughout the seven-
teenth century and wrote several articles about Maclaurin series. The former class
of infinite series was referred to by him as convergent series (see [4]). Euler ad-
vanced the theory of q-series and hyper-geometric series throughout the eighteenth
century, contributing to our understanding of infinite and non-convergent series.
The notion of infinite was first introduced to mathematical analysis by Gauss. But
Cauchy deserves praise for his precise definition of the sum of an infinite series. In
1821, Cauchy formalized his ideas on convergence and divergence of infinite series,
explicitly defining the sum of an infinite series, known as the Cauchy sum, based
on the concept of limit developed in his book Analyse Algébrique. Another signifi-
cant figure in the early nineteenth century who contributed concepts on convergence
and divergence was Abel [1], Mathematicians developed a number of different tech-
niques for allocating sums to infinite series by the end of the nineteenth century.
Summability Methods was the moniker given to these summarizing techniques. The
summability techniques that bear the names of eminent mathematicians such as
Abel, Borel, Cesáro, Euler, Hausdorff, Hölder, Lambert, Nörlund, Reisz, Riemann,
and Lebesgue are among the most well-known. Since summability theory was first
based on classical analysis, it was regarded as a subfield of classical analysis. Hardy’s
book [17] is considered the pinnacle of that particular period. Functional analysis
methods were first applied in foundational research by Zeller and others (see [37]),
and were further advanced by Willansky and others (see [36]). It is encouraging to
see that functional analysis basic textbooks have included the topic (see [25]). The
theory and applications of summability theory have advanced significantly in the
last century, both in the fields of functional analysis and classical analysis. In re-
sponse, summability theory has given rise to several intriguing spaces of summable
sequences and double sequences as well as new classes of matrices. The framework
of the summability techniques was often designed to assign convergent series with
the same sum that Cauchy assigned since his idea of the sum of a convergent series
survived all mathematical scrutiny. A function from the set of sequences of par-
tial sums of a series to a value is known as a summability technique. Therefore,
summability, in its widest sense, is the theory of assigning limits, which is essential
to topology, functional analysis, analysis, and function theory. If a summability
technique adds up all convergent series to its Cauchy’s sum, it is considered regu-
lar. If two summability techniques provide the same sum to the same series, they
are considered consistent (see [17]). The fundamental idea behind all summability
techniques is to convert an infinite series or sequence of partial sums into another
series or sequence that may be used with Cauchy’s approach. When applied to
convergent series, the transformation selected is typically linear and ensures that
Cauchy’s sum is preserved. All summability methods are considered to be derived
from two general basic processes, methods based on sequence-to-sequence transfor-
mation and methods based on sequence-to-function transformation. The two broad
processes described above provide the basis for a variety of summability approaches
that are crucial to summability theory and practice. Because of these approaches’
advantages and applicability in other relevant sectors, they have become more im-
portant. Below is a quick description of matrix summability, one of these specialized
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techniques. On the other hand, the principle of convergence for sequences of real
numbers has been extended to the realm of statistical convergence by Fast [10] and
Steinhaus [33]. This extension is mainly based on the concept of natural density of
subsets within the set of all natural numbers, and various studies have explored this
concept (see [13, 14, 27, 32]). The issue of convergence through various approaches
of a real (or complex) valued divergent sequence dates back to the early nineteenth
century. Many different methods of convergence have been defined (such as Cesaro,
Nörlund, Weighted Mean, Abel, etc.) and have been applied in various branches of
mathematics. Almost every convergence method is contingent upon the algebraic
structure of the space. One can see [28–31] and references therein for several latest
approach of summability. It is apparent that a metric space typically does not pos-
sess an algebraic structure. However, the concept of statistical convergence is easily
extendable to arbitrary metric spaces.

In q-calculus we are looking for q-analogues of mathematical objects that have the
original object as limits when q tends to 1. There are two types of q-addition, the
Nalli-Ward-Al-Salam q-addition (NWA) and the Jackson-Hahn-Cigler q-addition
(JHC). The first one is commutative and associative, while the second one is nei-
ther. This is one of the reasons why sometimes more than one q-analogue exists.
The two operators above form the basis of the method which unities hypergeometric
series and q-hypergeometric series and which gives many formulas of q-calculus a
natural form reminding directly of their classical origin. The method is reminiscent
of Eduard Heine (1821–1881), who mentioned the case where one parameter in a q-
hypergeometric series is +∞. The q-addition is the natural way to extend addition
to the q-case, as can be seen when restating addition formulas for q-trigonometric
functions. The history of q-calculus (and q-hypergeometric functions) dates back
to the eighteenth century. It can in fact be taken as far back as Leonhard Eu-
ler (1707–1783), who first introduced the q in his Introductio [9] in the tracks of
Newton’s infinite series. The formal power series were introduced by Christoph
Gudermann (1798–1852) and Karl Weierstrass (1815–1897). In England, Oliver
Heaviside (1850–1925) made yet another contribution to this subject. q-calculus
is a mathematical approach that serves as an alternative to traditional definitions
of differential and integral calculus. Its origins can be traced back to the work
of Euler and Jacobi in the eighteenth century. This methodology was further en-
hanced by Jackson’s comprehensive studies conducted in the early 1900’s [18]. The
q-analog of a mathematical expression refers to the extension of that expression
through the introduction of the parameter q. As q approaches 1, the generalized
expression reverts to the original form. q-calculus, particularly through the appli-
cation of q-derivatives and q-integrals, has emerged as a significant tool in the fields
of differential equations, special functions, and combinatorial analysis. During the
latter half of the twentieth century, there was a notable surge in research interest in
q-calculus, driven by its relevance to various domains of mathematics and physics.
More recently, q-calculus has garnered increasing focus within mathematical anal-
ysis and applied sciences. q-extensional operators such as q-Bernstein polynomials,
q-Szász-Mirakyan operators and q-Weierstrass operators are used as powerful tools
in approximate analysis. Moreover, the relation of q-integrals to quantum mechanics
and quantum groups offers new possibilities in modeling physical systems. Also, a
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tremendous interest was driven by high demands for mathematical models in quan-
tum computing. It is a wide and an interesting area of research in recent times.
Several researchers are engaged in the field of q-calculus due to its vast applications
in mathematics, physics and engineering sciences. In the field of mathematics, it is
widely used by researchers in approximation theory, combinatorics, hypergeomet-
ric functions, operator theory, special functions, quantum algebras, etc. One can
see [2,7,11,18–20] and references therein for detailed of q-calculus related work and
applications.

The importance of generalized metric spaces of [8,15,21,26] and references theirein
motivated us to introduce the idea of q-metric spaces. Further, the work of [5]
motivated us to introduce statistical convergence on q-metric spaces.

The structure of the manuscript is as follows: In Section 1, we recall several
definitions and results that are important for our next Section. In Section 2, we
introduce q-metric spaces. Several properties of q-metric spaces are investigated. In
particular q-convergent and q-Cauchy sequence in q-metric space. We have shown
that every q-convergent sequence are q-Cauchy sequence. Moreover, we have shown
separability, compactness of q-metric spaces. Lastly, we have developed some results
related to q-continuity, and uniformly q-continuity on q-metric spaces. In Section 3,
we introduce stastical convergent on q-metric space. Several important properties
of statstical convergent on q-metric spaces. Finally, we present statistically dense
set and its relation with statistical convergent on q-metric space.

In 1906, Fréchet [12] gave the formal definition of the distance by introducing a
function d that assigns a nonnegative real number d(x, y) (the distance between x
and y) to every x, y of elements of a nonempty set X in the following way.

Definition 1.1 ([21]). Let X be a nonempty set. A function d : X × X 7→ R is
called a metric on X if:

(d1) 0 ≤ d(x, y) for all x, y ∈ X and d(x, y) = 0 ⇔ x = y;
(d2) d(x, y) = d(y, x) for all x, y ∈ X;
(d3) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X.

If d is a metric on X, then (X, d) is called a metric spaces.

Example 1.2. A function d : R × R 7→ R defined with d(x, y) = |x − y|, x, y ∈ R,
is a metric on R, often called the usual metric on R.
Example 1.3. If C[0, 1] = {x : [0, 1] 7→ R | x is a continuous function} and

d(x, y) = sup
t∈[0,1]

|x(t)− y(t)|, x, y ∈ C[0, 1],

then (C[0, 1], d) is a metric space and such defined metric is well-known as supremum
metric.

Recall the concept of Cauchy and convergent sequence in a metric space as follows.

Definition 1.4 ([21]). If {xn} is a sequence in X such that, for any ε > 0, there
exists n0 ∈ N such that d(xn, xm) < ε, m,n ≥ n0, then {xn} is a Cauchy sequence
in X.

Definition 1.5 ([21]). If every Cauchy sequence in a metric space (X, d) is conver-
gent in X, then (X, d) is a complete metric space.
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For any x and ϵ > 0, the set Bϵ(x) = {y ∈ X : d(x, y) < ϵ} is called the open
ball centered at x having radius ϵ. A subset of a metric space is called open if it is a
union of open balls or if it is empty. A subset of a metric space is called closed if its
complement is open. The following properties are easily shown for a metric space.

(1) An arbitrary union of open sets is open.
(2) A finite intersection of open sets is open.
(3) An arbitrary intersection of closed set is closed.

For any set A the intersection of all closed set containing A is a closed set called
the closure of A. We denote A be the closure of A. We denote the boundary of A
by b(A). The complement of the closure is an open set called the interior of A. We
denote In(A) be the interior of A.

Next, we recall several definitions, and theorems of q-calculus that will be use in
our next Sections.

Definition 1.6 ([18]). Let 0 < q < 1. The quantum number or q-number of n ∈ N
is defined by

[n]q = [n] =


1− qn

1− q
, n > 0

1 , n = 0.

One may notice that when q → 1 then [n]q = n for n > 0.
The q-analog of binomial coefficient or q-binomial coefficient is defned by[

n
r

]
q

=

[
n
r

]
[n]q!

[n− r]q![r]q!
, n ⩾ r

0 , n < r

where q-factorial [n]q! of n is given by

[n]q! = [n]! =

{
1 , n = 0

[n][n− 1]...[2][1] , n > 0.

The q-differential of an arbitrary ♭ function is defined by dqf(x) = f(qx)− f(x).
In particular let dqx = (q − 1)x. Then the q-derivative of f defined by

Dqf(x) =
dqf(x)

dqx
=

f(qx)− f(x)

(q − 1)x

where x 6= 0 and 0 < q < 1. Note that if ♭ is differentiable function, then

lim
q→1

Dqf(x) = lim
q→1

f(qx)− f(x)

(q − 1)x
=

xf ′(x)

x
= f ′(x) =

df(x)

dx
.

One can see [2, 7, 11, 18–20] and references therein for details of q-differential of an
arbitrary f functions and their related work. The q-analogue of (a− b)n is defined
by

(a− b)nq =

{
1 , n = 0

(a− b)(a− qb) · · · (a− qn−1b) , n ⩾ 1
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for every a, b ∈ R. In other words

(a− b)nq =

n−1∏
i=1

(a− qib) and (a− b)0q = 1, n ∈ N.

We recall several definitions and theorems of the concept of statistically conver-
gent.

Definition 1.7 ([13, 14]). Suppose U ⊆ N and let Un = {k : k ≤ n, k ∈ U}. Then
the natural density d(U) of U is defined by

d(U) = lim
n→∞

|Un|
n

= u

where the u is a real number and finite, |Un| is the cardinality of Un.
A given sequence (xn) is called statistically convergent to L, if for each ϵ > 0

lim
n→∞

1

n

∣∣∣∣{k ∈ N : |xk − L| ≥ ϵ

}∣∣∣∣ = 0.

Here we write
stat lim

n→∞
(xn) = L.

A given sequence (xn) is called statistically Cauchy, if for each ϵ > 0, there exists
an integer number m > 0 such that

lim
n→∞

1

n

∣∣∣∣{k ∈ N : |xk − xm| ≥ ϵ

}∣∣∣∣ = 0.

Definition 1.8 ([24]). Let (X, d) be a metric space and (xn) ⊂ X be a sequence of
elements of X.

The given sequence (xn) is called statistically convergent to x ∈ X, if for every
ϵ > 0, limn→∞

1
n

∣∣{k : k ∈ N, d(xk, x) ≥ ϵ}
∣∣ = 0.

The given sequence (xn) is called statistically Cauchy, if for every ϵ > 0, there
exist a integer number m > 0 such that limn→∞

1
n

∣∣{k : k ∈ N, d(xk, xm) ≥ ϵ}
∣∣ = 0.

The given sequence (xn) is called statistically bounded, if for every ϵ > 0, there ex-
ist a real numberM > 0 and x ∈ X such that limn→∞

1
n

∣∣{k : k ∈ N, d(xk, x) ≥ M}
∣∣ =

0.

Theorem 1.9 ([24]). Let (X, d) be a metric space. Then the followings are satisfied.

(1) Every convergent sequence is statistically convergent.
(2) Every statistically convergent sequence is statistically Cauchy sequence.
(3) Every statistically convergent sequence is statistically bounded.

Definition 1.10 ([10, 13]). Let B ∈ N. If limn→∞
1
n |B(n)| = 1 whenever B(n) =

{k ∈ B : k ≤ n}, then B is called statistically dense subset of N.

2. Construction of the quantum metric spaces

In this section we have introduced the concept of quantum metric space in short
q-metric space. We have investigated the q-convergent and q-Cauchy sequences
in q-metric space. Further, we have shown that every q-convergent sequence are q-
Cauchy sequence, but converse may not be true. We have presented some properties
of q-metric space. We start the section with following q-metric definition.
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Definition 2.1. Let (Z, d) be a metric space. dq real valued function is called
q-metric on Z if for 0 < q < 1 and n ∈ N, dq : Z ×Z → R satisfy for all x, y, z ∈ Z,

i. [dq(x, y)]q ≥ 0
ii. [dq(x, y)]q = 0 if and only if x = y
iii. [dq(x, y)]q = [dq(y, x)]q
iv. [dq(x, z)]q ≤ [dq(x, y)]q + [dq(y, z)]q where [n]q =

1−qn

1−q .

Followings are some examples of q-metric spaces.

Example 2.2. Let Z = N or Z = N0. The function [dq(x, y)]q =
∣∣[x]q − [y]q

∣∣ is a
q-metric on Z for 0 < q < 1. Then (Z, dq) is a q-metric space.

Example 2.3. If we take Z = Z, then [dq(x, y)]q =
1−q|x−y|

1−q is a q-metric on Z and

(Z, dq) is a q-metric space.

Example 2.4. Let Z = R+ and α > 0 be a scalar, then for x, y ∈ Z, dq is a q-metric
on Z defined as:

[dq(x, y)]q =
|x− y|

1 + α(1− q)|x− y|
.

The q-metric dq approach to classic metric on R+ when q approach to 1.

Example 2.5. Consider the set Z = Rq = {qn : n ∈ Z} ⊂ R+ whose elements are
sequences of real numbers with q-scale for 0 < q < 1. The function [dq(q

m, qn)]q =
|qm − qn| is a q-metric on Z.

Example 2.6. Let Z be a metric space and x, y ∈ Z,

[dq(x, y)]q =

{
1, x = y
0, x 6= y.

Then dq is a q-trivial metric on Z.

Next, we state q-bounded metric space, q-convergent and q-Cauchy sequences on
q-metric space as follows.

Definition 2.7. A q-metric space (Z, dq) is called q-bounded if there exists a M > 0
real number such that [dq(x, y)]q ≤ M for all x, y ∈ Z.

Definition 2.8. A sequence (xn)
∞
n=1 in q-metric space (Z, dq) is called q-converges

to x subordinate to q-metric if and only if there exists x ∈ Z such that [dq
(
(xn), x

)
]q →

0 when n → ∞.

We write limn→∞(xn) = x or (xn) → x and x is called the q-limit of sequence
(xn).

Remark 2.9. It is not hard to see that every q-convergent sequences are q-bounded
but the converse may not be true.

The following example shows that q-boundedness in a q-metric space does not
imply q-convergent in the same space.

Example 2.10. Let ([x]q)n = {[1]q, [1.4]q, [1.41]q, [1.414]q, · · ·} be a sequence of

q-decimal defined on Z = Q. Clearly this sequence is converges to
√

[2]q. This
sequence is q-bounded in Q, but not convergent in Q.
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Definition 2.11. Let (xn)
∞
n=1 be a sequence of q-metric space (Z, dq). If for ev-

ery ϵ > 0, there exists a natural number n0 > 0 such that for all m,n > n0,
[dq

(
(xn), (xm)

)
]q < ϵ then the sequence (xn) is called a q-Cauchy sequence in q-

metric space.

Next, the following theorem gives relation between q-convergent sequence and
q-Cauchy sequence on q-metric space.

Theorem 2.12. i. A q-convergent sequence has a unique q-limit point.
ii. Every q-convergent sequence is also a q-Cauchy sequence on q-metric space.

Converse may not be true.
iii. If a q-Cauchy sequence has a convergent subsequence then the all sequence

is q-convergent sequence on q-metric space.

Proof.
i. If (xn) → x and (xn) → y in the q-metric dq, then by the triangle inequality 0 ≤
[dq(x, y)]q ≤ [dq(x, (xn))]q + [dq((xn), y)]q → 0 where n → ∞. Thus [dq(x, y)]q = 0,
so by the q-metric definition, we have x = y in other words the q-limit is unique.
ii. Let (xn) be q-converges to x. Then by the q-metric definition 0 ≤ [dq((xn), (xm)]q ≤
[dq((xn), x)]q + [dq(x, (xn))]q → 0 where n,m → ∞. Therefore (xn) is a q-Cauchy
sequence, but converse is not true.

Example 2.13. Let Z = (0, 1) a subset of R and the q-metric on Z defined by
[dq(x, y)]q = |x− y|. Consider (xn) = 1

[n]q
⊂ R for n ∈ R,∣∣∣∣ 1

[n]q
− 1

[m]q

∣∣∣∣ =∣∣∣∣ 1
1−qn

1−q

− 1
1−qm

1−q

∣∣∣∣
=

∣∣∣∣ 1− q

1− qn
− 1− q

1− qm

∣∣∣∣
≤ 1

1− qn
+

1

1− qm
→ 2

where n,m → ∞. Hence 2 is the q-limit point but 2 /∈ Z. So the given sequence is
a q-Cauchy sequence but not q-convergent on Z.

iii. Let (xn) be a q-Cauchy sequence in (Z, dq). Suppose that (xnk
) is a q-convergent

subsequence where n1 < n2 < n3 · · · are positive integer and also that (xnk
) → x

as m → ∞ on q-metric space. Thus we have

0 ≤ [dq
(
(xn), x

)
]q

≤ [dq
(
(xn), (xnk

)
)
]q + [dq

(
(xnk

), x
)
]q

→ 0

for n and k sufficiently large. So the q-Cauchy sequence (xn) converges to q-limit
of the q-convergent subsequence (xnk

). □

2.1. Several properties of q-metric spaces. In this Section of the paper, we
discuss some properties of q-metric spaces. We start with the following definitions.
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Definition 2.14. (1) A q-neighbourhood of a point x is the set of all points

within a distance of ϵ > 0 from x, denoted as Bq(x, ϵ) =

{
y : [dq(x, y)]q <

ϵ

}
.

(2) In an q-metric space, a set is considered to be q-open if for every point within
the set there exists a q-neighbourhood that is entirely contained within the
set.

We need the following Lemma for our next theorem.

Lemma 2.15. Let Z be a q-metric space. A subset O of Z is q-open if and only if
O is a union of q-open ball.

Proof. Let Z be a q-metric space and O is a subset of Z. Let O be q-open set and
O is a union of q-open balls. Since O is q-open ball, there exists ϵ > 0 so that
Bq(a, ϵ) ⊆ O. We shall show that O =

⋃
a∈O Bq(a, ϵ). We choose ϵ, Bq(a, ϵ) ⊆ O for

every a ∈ O. So,
⋃

a∈O Bq(a, ϵ) ⊆ O.
Conversely, let x ∈ O. Then x ∈ Bq(x, ϵ) and so x ∈

⋃
a∈O Bq(a, ϵ). Thus O ⊆⋃

a∈O Bq(a, ϵ). So, O =
⋃

a∈O Bq(a, ϵ). □
Theorem 2.16. (1) An arbitrary union of q-open set is q-open in q-metric

space.

Proof. Let Z be a q-metric space. Let {Oα} is a collection of q-open sets in
Z for α in some indexing set I and let O =

⋃
α∈I Oα. By Lemma 2.15, we

know that Oα is a union of q-open balls for each α ∈ I. Combining all these
q-open balls together shows that O is a union of q-open balls and therefore
by Lemma 2.15, O is q-open set. □

(2) A finite intersection of q-open set is q-open in q-metric space.

Proof. Let O1, O2, · · · , On are q-open sets in Z for some n ∈ N. In order to
prove O =

⋂n
k=1Ok is a q-open set, we shall show that O is q-neighborhood

of each of its points. Let x ∈ O. Then x ∈ Ok for each 1 ≤ k ≤ n. Let k be
between 1 and n. Since Ok is q-open, we know that Ok is a q-neighborhood
of each of its points. So there exists ϵk > 0 such that Bq(x, ϵk) ⊆ Ok. Since
there are only finitely many values of k, let ϵ = min{ϵk : 1 ≤ k ≤ n}. Then
Bq(x, ϵ) ⊆ Bq(x, ϵk) for each k and so Bq(x, ϵ) ⊆ Bq(x, ϵk) for each k and so
Bq(x, ϵ) ⊆

⋂n
k=1Ok = O. Therefore O is a q-neighborhood of each of points

and O is a q-open set. □
(3) A finite union of q-closed set is q-closed in q-metric space.

Proof. Let F1, F2, · · · , Fn are q-closed set of Z. If p is a q-limit of
⋃n

i=1 Fi

then in every neighborhood there is a point q 6= p, such that q ∈
⋃n

i=1 Fi.
Since q ∈

⋃n
i=1 Fi then q belongs to at least one Fi, then p is a limit point

of Fi. Since Fi are q-closed, then p ∈ F ; then p ∈
⋃n

i=1 Fi. Therefore if p is
a limit point of

⋃n
i=1 Fi, then p ∈

⋃n
i=1 Fi. □

Theorem 2.17. An entire q-metric space is both q-open and q-closed.
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Proof. The proof is an analogous to the proof of entire metric space is both open
and closed of classical metric space. Let (Z, dq) be any q-metric space. Let x be
any point in Z, the open ball Bq(x, r) =

{
y ∈ Z : [dq(x, y)]q < r

}
centered at x

with any radius r > 0 is clearly a subset of Z. So, for any point x in Z, we can find
an q-open ball around is that is contained within Z. Therefore, Z is a q-open set.

Again, since complement of Z is ∅. The ∅ is q-open. Therefore Z is q-closed. □

Definition 2.18. We called a q-metric space to be q-compact if every q-open cover
has a finite sub cover.

We shall prove “Every q-compact metric space is separable”. In order to prove
this, we need the followings.

Definition 2.19. A set E in a q-metric space (Z, dq) is called totally bounded if for
all ϵ > 0 there exist finitely many balls Bq(x1, ϵ), Bq(x2, ϵ), Bq(x3, ϵ), · · · , Bq(x1, ϵ)
such that E ⊂

⋃n
i=1Bq(xi, ϵ).

Definition 2.20. A given q-metric space is called q-sequentially compact if every
sequence with in the q-metric space has a q-convergent subsequence that converges
to a point with in the space.

Lemma 2.21. Every sequentially q-compact set is totally bounded.

Proof. Let E be sequentially q-compact set. For ϵ > 0, we pick any (x1 ∈ E and
consider E\Bq(x1, ϵ). If E\Bq(x1, ϵ) = ∅. The proof is complete, if E\Bq(x1, ϵ) 6= ∅

and we can pick a point xq2 ∈ E \Bq(x1, ϵ) and consider E \
(
Bq(x1, ϵ)∪Bq(x2, ϵ)

)
.

If E \
(
Bq(x1, ϵ) ∪ Bq(x2, ϵ)

)
= ∅ then our proof is complete If not, we can pick

x3 ∈ E \
(
Bq(x, ϵ)∪Bq(x2, ϵ)

)
and consider E \

(
Bq(x1, ϵ)∪Bq(x2, ϵ)∪Bq(x3, ϵ)

)
and so on. If we stop at a finite step, then there exist x1, x2, · · · , xn such that

E \
(⋃n

i=1Bq(xi, ϵ)

)
= ∅. The proof is completed. If not, we obtained a sequence

{xq1 , x2, · · · } such that

[dq(x2, x1)]q ≥ ϵ

[d(x3, xi)]q ≥ ϵ for i = 1, 2

....

[dq(xn, xi)]q ≥ ϵ for i = 1, 2, · · · , n− 1.

By sequential q-compactness of E, there exists a sequence (xni) and x ∈ E such
that (xni) → x as j → ∞. Then there exists j0 > 0 such that

[dq((xnj ), (xnk
))]q < [dq((xnj ), x)]q + [dq((xnk

), x)]q

< ϵ for nj , nk ≥ njo .

We may assume nj ≥ nk, then ϵ ≤ dq((xnj ), (xnk
)) < ϵ a contradiction. Hence we

must stop at a finite step and hence we must stop at a finite step and hence we find
many points x1, x2, · · · , xn such that E ⊂

⋃n
i=1Bq(xi, ϵ). □
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Theorem 2.22. Every q-compact metric space is separable.

Proof. By the Lemma 2.21, every q-compact set is totally bounded. This im-
plies for all n, there exist finitely many points (x1)

n, (x2)
n, · · · , (xNn)

n such that{
Bq

(
(xi)

n, 1
n

)}
i=1,2,··· ,Nn

covers the space. Then E =

{
(xi)

n : n = 1, 2, · · · ; i =

1, 2, · · · , Nn

}
is a countable set. Since for all x ∈ Z, and for all n ≥ 1 there exist

(xi)
n ∈ E such that [dq(x, (xi)

n)]q <
1
n so, E is dense. Hence proved. □

Next, we show a relationship of q-compactness and sequentially q-compactness
on q-metric space.

Theorem 2.23. A subset of (Z, dq) is q-compact if and only if it is sequentially
q-compact.

Proof. Let (Z, dq) be a q-compact metric space. Let (Z, dq) is not sequentially
compact. Then there exists a sequence xn in Z that has no convergent subsequence.
Since there is no convergent subsequence, xn must contain an infinite number of
district points. Let x ∈ Z. If for every ϵ > 0, the ball Bq(x, ϵ) contains a point in
the sequence (xn) that is district from x, the x will be the limit of a subsequence.
Since we would be able to choose points from (xn) from shrinking balls around x so,
there is a ϵn > 0 such that Bq(x, ϵn) contains no points from (xn) except possibly x

itself. The collection of open balls

{
Bq(x, ϵn) : x ∈ Z

}
is an open cover of Z. The

union of every finite number of these balls contains at most n terms in the sequence
as there are an infinite number of district terms in the sequence. That is no finite
subcollection of these balls will cover Z, since no finite subcollection will ever cover
the terms of the sequence xn in Z. As a result, we can find an open cover of Z that
has no finite subcover. This is a contradiction of q-compactmess. So, Z must be
sequentially q-compact metric space.

Conversely, suppose (Z, dq) be sequentially q-compact metric space. Let {Gα}
be an arbitrary open cover of Z. Let B be the collection of open balls with rational
radius and center in A where A be a countable subset of Z. Since A is countable
and the rationals are countable, B is countable. Let C be the subcollection of balls
in B that are contained in at least one of the q-open sets in the cover {Gα}. Since
C is a subset of B and B is countable, C is countable. That is for every x ∈ Z
there is a Gα such that x ∈ Gα. Since Gα is q-open, there exists an ϵ > 0 such
that Bq(x, ϵ) ⊆ Gα. Since A is dense in Z, there exists a point y ∈ A that is within
ϵ
3 of x. Then x ∈ Bq(y,

ϵ
3) and Bq(y,

2ϵ
3 ) ⊆ Gα. Let p ∈ Q such that ϵ

3 < p < 2ϵ
3 .

Then x ∈ Bq(y, p) ⊆ B(y, 2ϵ3 ) ⊆ Gα. Since Bq(y, p) has rational radius and center
in A it is a ball in B. Furthermore, since it is a ball in B that is contained in a
Gα, it is in the collection C. Thus, every x ∈ Z belongs to a ball in C. So, C is a
countable q-open cover of Z. Clearly every ball B ∈ C is in at least one set Gα in
{Gα}. Let αB such that B ⊆ GαB . Since C is countable and covers Z and since{
GαB : B ∈ C

}
countable subcover of Z. Lastly, we will show that a countable

open cover of a sequentially q-compact space has a finite subcover. Since {Gn} has
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no finite subcover,
⋃n

k=1Gk does not contain Z for any n. Choose (x1) ∈ Z such
that (x2) /∈

⋃n1
n=1Gn. We can do this because we have assumed that Z can not be

covered by a finite subset of {Gn}. Since {Gn} covers Z, there exists an n2 such
that (x2) ∈ Gn2 . Choose (x3) ∈ Z such that (x)3 /∈

⋃n3
n=1Gn. Choose n3 so that

(x3) ∈ Gn3 . Proceeding this way, (xk) ∈ Gnk
and (xk) /∈

⋃nk−1

n=1 Gn. So, Gnk
is not

equal to Gn for any n = 1, 2, · · · , nk−1 and the sequence (nk) is strictly increasing.
Since Z is sequentially compact, (xn) must have a subsequence that converges to
a point x ∈ Z. Since {Gn} covers Z, x ∈ Gn for some n. By our construction, of
sequence there exists an integer Kn such that (xk) /∈ Gn for all k ≥ kn. As x ∈ Gn,
yet the sequence (xn) and hence any subsequence of (xn) can not be in Gn after
some point. This contradicts the statement that (xn) must have a subsequence
converging to x and the sequential compactness of Z. Therefore the q-open cover
{Gn} must have a finite subcover and Z is q-compact metric space. □

Proposition 2.24. (1) A q-closed subset of a q-compact metric space is q-
compact.

(2) A q-compact subset of any q-metric space is q-closed.
(3) A finite union of q-compact sets is q-compact.

We shall now find some results of q-continuous functions on q-compact metric
spaces.

Theorem 2.25. The direct image of a q-compact metric space by a q-continuous
function is q-compact.

Proof. Consider a sequence (xn) of elements of Z. Let f be a q-continuous function
on the given q-compact metric space. Since f is surjective, we can choose a sequence
(xn) of points in Z such that f((xn)) = (yn). Since Z is q-compact, there exists a
subsequence (xnk

) that converges to some point x ∈ Z. But since f is q-continuous
at x, the sequence (ynk

) converges to f(x). This proves that Z is sequentially q-
compact. Hence the direct image of a q-compact metric space by a q-continuous
function is q-compact. □

Theorem 2.26. Let Z be a q-compact metric space, and let f : Z → R be q-
continuous. Then f(Z) is q-bounded and there exist points a, b ∈ Z such that
f(a) = infx∈Z f(x) and f(b) = supx∈Z f(x).

Proof. By Theorem 2.25, f(Z) is a q-compact subset of R, hence q-closed and
bounded. Now, any bounded set A ⊂ R has a least upper bound supA and a
greatest lower bound inf A, and these two points belong to the closure A. Apply-
ing this, we can see A = f(Z) which is q-closed. We conclude that sup f(Z) and
inf f(Z) belongs to f(Z) itself. This is what is our claim. □

Finally, we find q-continuity and q-uniformly continuity on q-metric space.

Definition 2.27. (1) Let (Z, dq) and (Y, dq) are two q-metric spaces. A map-
ping f : Z → Y is continuous at a point x ∈ Z if for each ϵ > 0, there exists
δ > 0 (depending on ϵ and x) such that for all x′ ∈ Z, [(dq)Z(x, x

′)]q < δ
implies [(dq)Y (f(x, f(x

′))]q < ϵ.
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(2) Let (Z, dq) and (Y, dq) are two q-metric spaces. A mapping f : Z → Y
is uniformly continuous at a point x ∈ Z if for each ϵ > 0, there exists
δ > 0 (depending on ϵ) such that for all x′ ∈ Z, [(dq)Z(x, x

′)]q < δ implies
[(dq)Y (f(x, f(x

′))]q < ϵ.

Theorem 2.28. Let f be a continuous mapping of a q-compact metric space Z into
a q-metric space Y. Then f is uniformly continuous.

Proof. Given ϵ > 0 and x, x′ ∈ Z. Since f is continuous mapping, by definition
there exists a δx > 0 such that [(dq)Z(x, x

′)]q < δx implies [(dq)Y (f(x, f(x
′))]q < ϵ.

Let Ux = Bq(x,
δx
2 ), the q-open ball of centre x and radius δx

2 . The collection {Ux}
is an q-open covering of Z, so it has a finite subcovering {U(x1), · · · , U(xn)}. Let
δ = 1

2 min{δ(x1), · · · , δ(xn)}. Clearly δ > 0. Next, given two points y, z ∈ Z such

that [(dq)Z(y, z)]q < δ, then y must belong to some U(xi) and [(dy)Y (y, (xi))]q <
δ(x)i
2 .

Then

[(dq)Z(z, (xi))]q ≤ [(dq)Z(z, y)]q + [(dq)Z(y, (xi))]q

< δ +
1

2
δ(xi)

< δ(xi).

So, both y and z lie at a distance less than δ(xi) from the point (xi). This gives that
[(dq)Y (f(y), f((xi))]q <

ϵ
2 and [(dq)Y (f(z), f((xi))]q <

ϵ
2 .Hence [(dq)Y (f(y), f(z))]q <

ϵ, which shows that f is uniformly continuous. □

3. Statistical convergence in q-metric space

In this section we introduce the concept of statistical convergent on q-metric
space. We introduce some properties of statistical convergent sequence on q-metric
space. Additionally we present statistically dense set and its relation with statistical
convergent on q-metric space. We start the section with following theorem.

Definition 3.1. Let (Z, dq) be a q-metric space. For 0 < q < 1 and n ∈ N, (xn) ∈ Z
is called statistical converges to x ∈ Z on q-metric, if for every ϵ > 0,

lim
n→∞

1

n

∣∣∣∣{{k ≤ n :
[
dq((xk), x)

]
q
≥ ϵ

}∣∣∣∣ = 0.

In other words, for every ϵ > 0 the set Gϵ = {k ≤ n :
[
dq((xk), x)

]
q
≥ ϵ} has zero

density. If (xn) ⊂ Z sequence is statistical converges to x on q-metric space, then
we write st- limn→∞(xn) = x.

Theorem 3.2. Every q-convergent sequence is statistically convergent on q-metric
space.

Proof. The proof is straight from the definition of q-convergent sequence. □

The subsequent example suffices to assert that the converse of the theorem is not
necessarily true.
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Example 3.3. Let us consider q-metric space Z be Z = R and dq : R3 → R+ be

defined by [dq(x, y, z)]q = max

{∣∣x− y
∣∣, ∣∣x− z

∣∣, ∣∣y − z
∣∣}.

Let (xk) =

{
k, k is square

0, otherwise.

Clearly (xk) is statistical convergent but not convergent in general.

Theorem 3.4. If a sequence (xn) is statistically converges to x in q-metric space,
then x is unique.

Proof. Suppose (Z, dq) is a q-metric space and the sequence (zn) ⊂ Z has two limit
points. Therefore we can write, st- limn→∞(zn) = x and st- limn→∞(zn) = y. Thus
for given ϵ > 0, ∂(Gϵ1) = 0 and ∂(Gϵ2) = 0 where Gϵ1 = {k ≤ n :

[
dq((zk), x)

]
q
≥ ϵ}

and Gϵ2 = {k ≤ n :
[
dq((zk), y)

]
q
≥ ϵ}. Let Gϵ = Gϵ1 ∪ Gϵ2 , then ∂(Gϵ) = 0 gives

N/∂(Gϵ) = 1. Next, we write

Gϵ =

{
k ≤ n :

[
dq((zk), x)

]
q
+
[
dq((zk), y)

]
q
≥ ϵ

}
≥

{
k ≤ n :

[
dq(x, y)

]
q
≥ ϵ

}
.

Since ∂(Gϵ) = 0, then [dq(x, y)]q = 0. So, x = y. □
Linearity of statistical convergent sequences on q-metric space are follows from

the following results. The proofs are directly based on the definition.

Theorem 3.5. If st- limn→∞(xn) = x , st- limn→∞(yn) = y and λ is any real
number, then

(1) st- limn→∞
(
(xn) + (yn)

)
= x+ y.

(2) st- limn→∞
(
λ(xn)

)
= λx.

At this point, we present the statistically Cauchy sequence on q-metric space,
which is intimately connected to statistically convergent sequences in q-metric space.

Definition 3.6. A sequence (xn) is called statistically Cauchy sequence in q-metric
space if for any ϵ > 0 there exists a natural number n such that for every k,m ≤ n

the density ∂

({
k ≤ n :

[
dq((xk), (xm))

]
q
≥ ϵ

})
= 0.

Theorem 3.7. Every sequence of statistically convergent in q-metric space is sta-
tistically Cauchy sequence in q-metric space.

Proof. Let (xn) be statistical convergent sequence which is converges to x in q-
metric space. For every ϵ > 0, ∂(Gϵ) = 0 where Gϵ =

{
k ≤ n :

[
dq((xk), x)

]
q
≥ ϵ

}
.

Next, we choose m < k such that for the set Hϵ =
{
m :

[
dq((xm), x)

]
q
≥ ϵ

}
, the

density ∂(Hϵ) = 0. Thus we have

∂

({
k,m :

[
dq((xk), (xm))

]
q
≥ ϵ

})
≤ ∂

({
k :

[
dq((xk), x)

]
q
≥ ϵ

})
+ ∂

({
m :

[
dq((xm), x)

]
q
≥ ϵ

})
= ∂(Gϵ) + ∂(Hϵ)
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= 0.

Therefore (xn) is statistical Cauchy sequence on q-metric space. □
We shall introduce statistically bounded sequence on q-metric space.

Definition 3.8. A sequence (xn) is said to be statistically bounded in q-metric space
if there exist a real number N > 0 such that the set

{
k ≤ n : [dq((xk), x)]q ≥ N

}
has zero density.

The theorem presented below establishes the connection between statistically
bounded and statistically convergent sequences, and the proof relying directly on
their definitions.

Theorem 3.9. Every statistically convergent sequence in q-metric space is statis-
tically bounded in q-metric space.

Next, we present the necessary and sufficient condition for a statistical convergent
sequence in q-metric space.

Theorem 3.10. A sequence (xn) is statistical convergent in q-metric space if and
only if for every ϵ > 0 the following condition satisfied:

If for the set

(3.1) Gϵ =

{
k,m ≤ n :

[
dq((xk), (xm))

]
q
≥ ϵ

}
has zero density that is ∂(Gϵ) = 0, whenever (xm) is convergence subsequence of
(xn).

Proof. Suppose that (xn) sequence is statistically converges to x in a q-metric space.
For any ϵ > 0 limn→∞

1
n |Hϵ| = 0 where Hϵ =

{
k ≤ n :

[
dq((xk), x)

]
q
≥ ϵ

}
. Let (xm)

be convergent subsequence of (xn) and using the q-metric space properties we get;

lim
n→∞

1

n

∣∣∣∣{k,m :
[
dq((xk), (xm))

]
q
≥ ϵ

} ∣∣∣∣ ≤ lim
n→∞

1

n

∣∣∣∣{k,m :

(
dq
[
dq((xk), x)

]
q
+
[
dq(x, (xm))

]
q
≥ ϵ

}∣∣∣∣
≤ lim

n→∞

1

n

∣∣∣∣{k :
[
dq((xk), x)

]
q
≥ ϵ

}∣∣∣∣
+ lim

n→∞

1

n

∣∣∣∣{m :
[
dq((xm), x)

]
q
≥ ϵ

}∣∣∣∣.
Since (xm) is convergent subsequence, then ∂(Gϵ) = 0 where Gϵ is Eqn.3.1.

Conversely, for Gϵ in Eqn.3.1 assume that limn→∞
1
n |Gϵ| = 0 for (xm) convergent

subsequence of (xn), such that st- limm→∞(xm) = x. Next, we have

lim
n→∞

1

n

∣∣∣∣{k ≤ n :
[
dq((xk), x)

]
q
) ≥ ϵ

}∣∣∣∣
≤ lim

n→∞

1

n

∣∣∣∣{k,m ≤ n :
[
dq((xk), (xm))

]
q
≥ ϵ

}∣∣∣∣+ lim
n→∞

1

n

∣∣∣∣{m ≤ n :
[
dq((xm), x)

]
q
≥ ϵ

}∣∣∣∣.
Since (xm) converges to x and ∂(Gϵ) = 0, then limn→∞

1
n

∣∣∣∣{k ≤ n :
[
dq((xk), x)

]
q
≥

ϵ

}∣∣∣∣ = 0. Consequently, (xn) is statistically convergent in q-metric space. □
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Definition 3.11. A subsequence (xnk
) of a sequence (xn) in a q-metric space (Z, dq)

is statistically dense, if the index set {nk : k ∈ N} is statistically dense subset of N,
i.e. ∂({nk : k ∈ N}) = 1.

Theorem 3.12. Let (xn) be a sequence in a q-metric space (Z, dq). Then the fol-
lowings are equivalent:

(1) (xn) is statistically convergent in (Z, dq).
(2) There is a convergent sequence (yn) in Z such that (xn) = (yn) for almost

n ∈ N.
(3) There is a statistically dense subsequence (xnk

) of (xn) such that (xnk
) is

convergent.
(4) There is a statistically dense subsequence (xnk

) of (xn) such that (xnk
) is

statistically convergent.

Proof. For (1) ⇒ (2): Assume (xn) be a statistically converges to l in q-metric
space. Let (yn) be defined as

(yn) =

{
(xn), if

[
dq((xk), x)

]
q
≥ ϵ

l, otherwise.

Let A =
{
n :

[
dq((xk), l)

]
q
≥ ϵ

}
has density zero. Then (yn) only differ from (xn)

on a set of density zero. Hence (yn) also converges to l. So (2) holds.
For (2) ⇒ (3): Let (yn) be a convergent sequence in Z such that (xn) = (yn) for

almost all n. That is (yn) is convergent and differ from (xn) only at a set of density
zero, then other-side this set the index nk, we have (xnk

) = (ynk
) are statistically

dense subsequence and (xnk
) is convergent.

For (3) ⇒ (4): Since every convergent sequence are statistically convergent. So,
(xnk

) is convergent and statistically dense implies it is statistically convergent. So
(4) hold true.

For (4) ⇒ (1): Let (xnk
) be a statistically dense subsequence which is statistically

converges to l. Then for any ϵ > 0, the set A =
{
n :

[
dq((xk), l)

]
q
≥ ϵ

}
has density

zero with respect to N. It is easy to see the sequence of index (nk) form a statistically
dense set in N, it follows that most of original sequence also statistically converges
to l. Hence (xn) is also statistically converges to l. Hence (4) ⇒ (1) is true. □

Conclusion

This paper introduces a generalized metric space related to quantum mechanics.
We designate this metric space as q-metric spaces. Several characteristics of q-
metric spaces are analyzed. Moreover, utilizing the concept of natural density, we
have established statistical convergence in the framework of q-metric space. In
conclusion, we obtain various results through the principle of statistical density in
q-metric spaces. The concept of the q-metric can be regarded as an extension of
traditional metrics. This framework can facilitate the exploration of concepts like
functions, sequences, convergence, and continuity within the realm of q-calculus in
a novel context. It can serves as a tool, especially in the applications of differential
equations based on q-calculus, functional analysis, and numerical analysis.



INTRODUCTION TO STATISTICAL CONVERGENCES IN QUANTUM METRIC SPACES2549

References

[1] N. H. Abel, Untersuchungen über die Reihe 1 +mx + m(m−1)
x

x2 + · · · , Journal für die Reine
und Angewandte Mathematik 1 (1826), 311–339.

[2] P. Babinec, On the q-analogue of a black body radiation, Acta Phys. Polon. A. 82 (1992),
957–960.

[3] S. Banach, Sur les operations dans las ensembles abstraits et leur application aux equations
integrales, Fundamenta Mathematicae 3 (1922), 133–181.
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