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Figure 1. Possible failure of external prediction of linear regression model

estimation.

(1.2) β̂ =
(
XTX

)−1
XTY.

In order to improve the effectiveness of the fit, it is common to estimate the
model by including all the sample points in the model, i.e., estimating it as a
whole. In this way the estimation results contain all sample point information,
which can maximize the internal predictive effect of the model, but this modeling
idea needs to meet the assumption conditions that the model is set correctly, the
explanatory variables are uncorrelated and have variability, and the residuals have
conditional zero mean, homoskedasticity, and conform to normal distribution [3].
These assumption conditions in the model is that the parameters are invariant or
stable throughout the sample space, which can effectively improve the predictive
ability of the model. But the reality of economic and social operation is constantly
changing, the model structure must also be changed, the parameters are not stable,
so the model established based on the holistic modeling idea is difficult to accurately
simulate the economic and social operation [9].

Existing studies have used a variety of methods to improve the predictive abil-
ity of linear regression models. The exploration of the existing literature on the
improvement of linear regression models have provided a good reference and foun-
dation to successfully conduct this study. In this paper, from the partial modeling
idea, using bootstrap method to expand the sample, the predictive effect is used
to weight. We constructed the predictive weighted linear regression model. The
empirical results shows that the predictive ability of this model improved to some
extent. The rest of the study is organized as follows. Section 2 discusses the holistic
and partial modeling ideas. Section 3 describes the steps of constructing a predic-
tive weighted linear regression model. Section 4 discusses the validity of the model
constructed in this study using China macro data. Section 5 provides the discussion
and conclusion of the study.
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2. Partial modeling idea and predictive weighted linear regression
model

The linear regression model fit can be measured through various ways, such as
coefficient of determination and hypothesis testing, both of which are applications
of the holistic modeling idea. The counterpart to the holistic modeling idea is the
partial modeling idea, which uses external prediction as the main goal of modeling
[4].

2.1. Coefficient of Determination, Hypothesis Testing and Holistic Mod-
eling Idea. The total sum of squares (TSS) of the sample and the sample mean
are decomposed into explained sum of squares (ESS), which can be explained by
the sample regression line, and residual sum of squares (RSS), which cannot be ex-
plained by the sample regression line. ESS as a proportion of TSS is the coefficient
of determination. The larger the coefficient of determination, the more effectively
the model fits.

(2.1) R2 =
ESS

TSS
=

∑n
i=1 (ŷi − ȳ)2∑n
i=1 (yi − ȳ)2

.

Hypothesis testing of the linear regression model is to test whether the linear
relationship between the independent variable and the dependent variable is signif-
icant, i.e. whether the estimated parameters are equal to zero. If it is not zero,
it means that the linear relationship is significant and the established model has
better simulation effect. The original hypothesis and alternative hypotheses for the
test T and the test F

(2.2) H0 : βh = 0;H1 : βh ̸= 0,

(2.3) H0 : β1 = · · ·βk = 0;H1 : β1 · · ·βk is not all zero.

Constructing T statistic and F statistic

(2.4) Th =
β̂h − βh

SE
(
β̂h

) ∼ t (n− k − 1) ,

(2.5) F =
ESS/k

RSS/ (n− k − 1)
=

∑n
i=1 (ŷi − ȳ)2/k∑n

i=1 (yi − ŷi)
2/ (n− k − 1)

∼ F (k, n− k − 1) .

According to the P -value of the T statistic and the F statistic, the judgment is
made under the set significance level. From the coefficient of determination and
hypothesis testing construction methods, it can be found that the measurements
are based on the entire sample space and are not extrapolated beyond the sample
space, which means that these two evaluation methods are mainly applicable to
internal prediction evaluation.
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2.2. Prediction Guidelines and Partial Modeling Idea. For a specific linear
regression model, the predictive value is ŷi, the more information the predictive
value ŷi contains, the better the model simulation, the less information the predictive
value ŷi contains, the worse the model simulation. The common evaluation indexes
of predictive effect are mean error, mean absolute error, mean square error and so on.
These indicators can be used for internal prediction evaluation as well as external
prediction evaluation, but these evaluation indicators are all absolute evaluation
indicators and lack relative evaluation standards. In order to compare the predictive
effect of the model with the predictive effect of the mean value, this paper selects
the normalized mean square error (NMSE) to evaluate the predictive effect of the
model.

(2.6) NMSE =
(yi − ŷi)

2

(yi − ȳ)2
=

∑n
i=1 (yi − ŷi)

2∑n
i=1 (yi − ȳ)2

.

If the normalized mean square error is less than 1, it means that the predictive
effect of the model is better than the mean prediction; if the normalized mean square
error is equal to 1, it means that the predictive effect of the model is comparable
to the use of the mean prediction; if the normalized mean square error is greater
than 1, it means that the predictive effect of the model is not as good as the mean
prediction. For the latter two cases, the model has lost its application value, and it
is simpler and faster to use mean value prediction directly.

With the idea of partial modeling, the entire sample space is divided into two
sample spaces, the training set and the testing set. The training set is used to build
the model, then the testing set is used to predict, and the normalized mean square
error is applied to evaluate the model. That is, the model is built based on the
training set (internal sample space), and the evaluation is based on the testing set
(external sample space). If the normalized mean square error is small, it means
that the model is good for external prediction. The partial modeling idea can also
be used for internal prediction evaluation, just the part is extended to the whole,
the training set and the test set are the same, the same sample space is used for
modeling and prediction, and the normalized mean square error is still used to
evaluate the model predictive effect.

3. Predictive weighted linear regression model construction

Partial modeling idea requires attention to key issues such as how the training
and testing sets are determined and how parameter estimation is performed. This
study used the bootstrap method to expand the sample space, and the estimated
parameters were determined by weighting them according to the predictive effect
[8].

3.1. Parameter Estimation Steps Based on Predictive Weighting. Boot-
strap methods are sampling methods developed using computers to eliminate the
subjectivity of sampling. In reality, economic data are relatively small and diffi-
cult to analyze accurately and comprehensively. The bootstrap method expands
the sample size and improves the comprehensiveness and accuracy of the analysis.
This study builds a model using a sample expanded with the help of the bootstrap
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method. More sub-models can be built on expanding the sample size, and these sub-
models are weighted to form a more accurate comprehensive model. The weights of
parameter estimators of the sub-models are determined according to the predictive
effect, and the predictive effect of the sub-models is determined using the NMSE
[10]. The better the predictive effect of the sub-models, the larger the parameter
estimator weights, which are weighted to form the parameter estimators of the final
model [7]. The specific steps used are as follows:

Step 1: Expand the samples with the bootstrap method.
Step 2: Determine the number of random sample m.
Step 3: Randomize the total sample space X into training set (internal sample

space) Xj , j = 1, ...,m and testing set (external sample space) Xh, h = 1, ...,m ,
X = Xj +Xh .

Step 4: Use the training set Xj to build the model, i.e. Yj = Xj β̂j ; apply the

model to predict the data in the testing set Xh, i.e. Ŷh = Xhβ̂j .
Step 5: Measure the normalized mean square error NMSEj of the testing set

and the weights wj = 1−NMSEj of the parameter estimates β̂j . If the normalized
mean square error NMSEj of a model is greater than 1, it means that the predictive
ability of the model is not as good as using the mean directly, and the predictive
ability is weak, so it will be discarded and not included in the final modeling .

Step 6: Repeat m times steps 3-5 to obtain the parameter estimates β̂1 . . . β̂m
and their corresponding weights w1 . . . wm.

Step 7: Measure the weighted average of the parameter estimators , which is the

final parameter estimate of the model, i.e. β̂ =
∑m

j=1
wj β̂j∑m
j=1 wj

.

3.2. Properties of Parameter Estimators of Predictive Weighted Linear
Regression Model. The parameter estimators of the predictive weighted linear
regression model have excellent properties such as convergence, consistency, unbi-
asedness, and robustness.

3.2.1. The parameter estimators β̂ are convergent. This is because

(3.1)
∣∣∣β̂j∣∣∣ = ∣∣∣(XT

j Xj

)−1
XT

j Yj

∣∣∣ < +∞.

Then

(3.2)
∣∣∣β̂∣∣∣ =

∣∣∣∣∣∣
m∑
j=1

wj β̂j∑m
j=1wj

∣∣∣∣∣∣ < +∞.

3.2.2. As the sample size n increases, the parameter estimators β̂ become closer and
closer to the overall parameters β, i.e., the limit is β. This is because

(3.3) p limn→∞

(
βj − β̂j

)
=
[
E
(
xix

T
i

)]−1 • [E (xiεi)] =
[
E
(
xix

T
i

)]−1 • 0 = 0.

That is

(3.4) p lim
n→∞

(
β̂j

)
= βj .
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Figure 2. Simulation flow chart of predictive weighted linear re-
gression model

Thus

(3.5)

p lim
n→∞

(
β̂
)
= p lim

n→∞

(
m∑
j=1

wj β̂j
m∑
j=1

wj

)
=

m∑
j=1

wj p lim
n→∞

(
β̂j

)
∑m

j=1wj

=
m∑
j=1

wjβj
m∑
j=1

wj

= β.

3.2.3. The mathematical expectation of parameter estimators β̂ are equal to the
overall parameter β. This is because

(3.6) E
(
β̂j

)
= E

[(
XT

j Xj

)−1
XT

j Yj

]
= βj +

(
XT

j Xj

)−1
XT

j E (εj) = βj .
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Then

(3.7) E
(
β̂
)
= E

 m∑
j=1

wj β̂j∑m
j=1wj

 =

m∑
j=1

wjE
(
β̂j

)
∑m

j=1wj
=

m∑
j=1

wjβj∑m
j=1wj

= β.

3.2.4. Parameter Estimators are More Robust and Tolerable. This is mainly be-
cause the parameter estimators of the predictive weighted linear regression model
are robust in two ways. First, the parameter estimators of the sub-models are
estimated from random samples obtained by multiple random sampling, which is
more objective [5]. Second, the parameter estimators are weighted, and the size of
the weights is based on the accuracy of the prediction, and the more accurate the
prediction, the larger the weight of the parameter estimators of the model. It is
obvious that the prediction of the model constructed by the strong influence points
and the outliers is poorer, and the corresponding parameter estimators have smaller
weights [1]. At the same time, the predictive weighted linear regression model can
also help to diagnose outliers and strong influence points, and these sample points
can be deleted in some cases to enhance the simulation effect of the model.

3.3. Advantages of Predictive Weighted Linear Regression Model. Over-
all, the predictive weighted linear regression model established based on the partial
modeling idea has relatively excellent characteristics compared with the linear re-
gression model established using the holistic modeling idea. On the one hand, the
extrapolation effect of the model is enhanced. Using the prediction principle to eval-
uate the model, the NMSE is used for constructing weights to vote on the model;
the more accurate the prediction, the higher the weight of the model, and the final
model established is the model with the best predictive effect. On the other hand,
the model is more robust. The traditional model is generally modeled only once,
which is easy to be affected. However, the way randomly select samples to establish
the weighted model is extremely good to simulate the stochastic factors, and the
model is more scientific and stable.

In addition, the modeling idea has a better application in the field of nonlinear
modeling. Linear models have a variety of theoretical support, while the develop-
ment in the field of nonlinear modeling is relatively slow, and lack of corresponding
theoretical exploration. Predictive weighted modeling can perfect this field, for ex-
ample, for the construction of exponential models, logarithmic models, polynomial
models and so on [2].

4. Economic application of predictive weighted linear regression
model

Linear regression modeling is a widely used tool in economics research, allow-
ing economists to examine the relationship between various economic variables.
The interaction between economic growth and inflation is considered a key topic
in macroeconomics. Evidence states that the economic growth rate is negatively
correlated with the unemployment rate, and for every 3 percentage points above
the normal growth rate of Gross Domestic Product (GDP ), the unemployment rate
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decreased by 1 percentage point [11]. Phillips [12] found a significant negative cor-
relation between the unemployment rate and wage inflation rate from the UK data.
Subsequent studies have found that there was also a significant negative correlation
between the unemployment rate and the inflation rate. These studies can be com-
bined to introduce a positive correlation between economic growth and the inflation
rate, and the model more in line with the actual economic data is the inflation
model that considers the expectations.

(4.1) πt = πt ∗+λ
(
Gt − Ḡ

)
+ εt, λ > 0.

Where π is the inflation rate, πt∗ is the expected inflation rate, Gt , Ḡ are the
economic growth rate and the potential economic growth rate respectively, and the
expected inflation rate is set to the inflation rate of the previous period, then the
model is

(4.2) πt = β0 + β1πt−1 + β2
(
Gt − Ḡ

)
+ εt, β2 > 0.

Data on China economic growth rate and inflation rate from 1982 to 2020 is col-
lected from the China Statistical Yearbook, and the descriptive statistical analysis
of the data is shown in Table 1.

Table 1. Descriptive statistical analysis

Varibales Size Mean Standard deviation Maximum Minimum
Economic growth rate 39 9.411 2.906 15.19 2.3

Inflation rate 39 4.908 5.921 24.1 -1.4

Given the relatively small number of samples, the bootstrap method is used to
expand the samples to 100, 1000, and 10000. Using the 10-fold cross-test, the fitting
results are shown in Table 2.

Table 2. NMSE for each model with different sample size

Model 100 Samples 1000 Samples 10000 Samples
Model 1 0.439 0.381 0.399
Model 2 0.415 0.389 0.407
Model 3 1.613 0.403 0.387
Model 4 0.564 0.443 0.429
Model 5 0.330 0.450 0.419
Model 6 0.541 0.421 0.410
Model 7 0.289 0.458 0.397
Model 8 3.25 0.478 0.424
Model 9 0.502 0.436 0.417
Model 10 0.666 0.403 0.422
Average 0.861 0.426 0.411
PWLRM 0.423 0.414 0.410

It can be found that the fitting results become more and more stable as the
sample size increases. with 100 samples, the NMSE of the different models varies



PREDICTIVE WEIGHTED LINEAR REGRESSION MODEL AND APPLICATION 1907

greatly, with a minimum value of 0.289, a maximum value of 3.25, and an average
of 0.861. the NMSE of the predictive weighted linear regression model is 0.423,
which is a derease of 50.8%. With 1,000 samples, the NMSE of the different models
has a minimum value of 0.381, a maximum value of 0.478, and an average of 0.426.
The NMSE of the predictive weighted linear regression model is 0.414, which is
a decrease of 2.9%. With 10,000 samples, the NMSE of the different models has
a minimum value of 0.387, a maximum value of 0.429, and an average of 0.411.
The NMSE of the predictive weighted linear regression model is 0.410, which is
a decrease of 0.2%. It can be found that the predictive weighted linear regression
model has better predictive accuracy.

In summary, if the samples are expanded to 100, the model after weighting based
on the predictive effects is

(4.3) πt = 1.057 + 0.518πt−1 + 0.743
(
Gt − Ḡ

)
.

If the samples are expanded to 1000, the model after weighting based on the
predictive effects is

(4.4) πt = 1.435 + 0.734πt−1 + 0.691
(
Gt − Ḡ

)
.

If the samples are expanded to 10000, the model after weighting based on the
predictive effects is

(4.5) πt = 1.430 + 0.693πt−1 + 0.708
(
Gt − Ḡ

)
.

5. Discussion and conclusion

The primary purpose of all models is prediction, and models can be used for both
internal and external prediction. The linear regression model is the most widely
used statistical model. However, it focuses more on internal prediction. If parameter
instability arises due to inconsistencies in model assumptions, the external predictive
effect will be greatly affected. According to the idea of partial modeling, with
the help of the bootstrap method, parameter estimation is carried out using the
weighting of the prediction criterion, and the higher the prediction accuracy, the
higher the weight of the sub-model. The parameter estimators formed by predictive
weighting have excellent properties such as convergence, consistency, unbiasedness
and robustness. An empirical discussion is conducted using China macroeconomic
data, and the samples are expanded to 100, 1,000, and 10,000 using the bootstrap
method, and the results show that the NMSE of the predictive weighted linear
regression model is smaller, which decrease by 50.8%, 2.9%, and 0.2%, respectively.
However, this study has some limitations. The model constructed in this study is
more complex compared with the general linear regression model. For example, if
the amount of data is relatively large or there are many data types, the calculation
will take more time. Moreover, the validity of the modeling in this study needs more
experimental verification. The model may be more effective for some datasets, and
may not be particularly effective for certain other datasets, which is a direction
for future exploration. Overall, this study is an attempt to improve the external
predictive power of the linear regression model to some extent. Moreover, the
modeling ideas proposed in this study can also be applied to nonlinear models and
widely extended.
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