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nutrition but also invest a considerable amount of time in physical training and
competitive events. The demanding nature of such high-intensity physical train-
ing and practical activities often leaves less time for theoretical studies, impacting
students ’academic performance and the depth of their knowledge acquisition.

Second, personalized learning needs pose another significant challenge for sports
major students. The traditional teaching methods and standardized educational
models often fail to address the individual needs of these students due to variations
in their physical fitness, athletic skills, and study habits. Some students may excel
in certain courses but struggle in others. Providing targeted teaching and tutoring
based on the diverse needs of students has become a pressing issue for teachers
to address. The traditional one-size-fits-all teaching method currently employed in
universities for sports majors cannot resolve the conflict between academic learning
and physical training. Furthermore, this teaching method is even more inadequate
in meeting their personalized development needs due to individual differences among
students.

Abandoning the traditional one-size-fits-all teaching method and adopting more
precise teaching strategies is imperative to achieve personalized education. Precise
teaching requires educators to deeply understand the specific learning status and
cognitive style of each student, enabling them to tailor teaching content and inten-
sity to best suit individual needs. Currently, a new round of technological revolution
represented by artificial intelligence (AI) has been deeply embedded in the learning
and life of college students. However, it is changing their learning methods and
cognitive styles from various aspects. However, many universities still adopt a uni-
fied teaching method of syllabus and textbooks for the basic compulsory physical
education courses of the entire college or even the entire school to facilitate teach-
ing management. This one-size-fits-all traditional teaching method seriously ignores
the huge differences in the learning foundation, cognitive level, learning style, and
personal interests of students, especially in the learning management and academic
prediction of sports major students. Consequently, the students are unable to find
a suitable rhythm in learning. This not only reduces teaching efficiency but may
even weaken the learning interest of students, especially for those whose personal
learning abilities do not align with the teaching content and speed. Students with
strong learning abilities may also lose motivation to learn if the learning content is
too simple.

Teachers should accurately grasp the learning status of each student to achieve
personalized education. They can effectively predict the current and future learning
development directions, identify potential learning challenges, and then adopt the
most appropriate teaching methods based on the specific needs of students by delv-
ing into the basic data of their learning activities. It not only enhances the learning
interest and efficiency of students but also provides timely assistance when students
encounter difficulties, protects their learning interest and continuous learning mo-
tivation, improves the personalization and accuracy of education, and ultimately
promotes educational equity through technological power, thus providing scientific
data support and decision-making basis for comprehensively improving educational
effectiveness and quality. However, the learning status of students is currently pre-
dicted using qualitative research methods such as artificial online learning behavior
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and cognitive psychology analyses. Obtaining quantitative prediction results is dif-
ficult, hindering the future implementation of personalized education. The advent
of the era of Big Data, coupled with rapid advancements in Internet technology and
campus informatization, has led to the continuous generation of massive data cov-
ering the learning behavior, life trajectory, and psychological behavior of students.
These massive and targeted data provide new perspectives and methodologies for
analyzing the learning status of college students.

The development of AI technology has provided new tools and methods for ad-
dressing these challenges. Traditional machine learning algorithms, such as support
vector machine, decision tree, random forest (RF), and so forth, have been applied
to predict students ’learning status. However, these methods face challenges such
as cumbersome feature extraction processes and limited model expression capabil-
ities, making it difficult to effectively capture the intricacies of student learning
behavior. The emergence of deep learning technology in recent years has brought
new opportunities for learning status prediction. The Transformer model is a deep
neural network model based on a self-attention mechanism. It can effectively cap-
ture long-range dependencies in sequential data and has strong feature extraction
and model expression capabilities, making it suitable for predicting student learning
status [5].

Since its launch in 2017, the Transformer model has achieved significant success in
natural language processing. Its core feature, the self-attention mechanism, enables
it to focus on any part of a sequence when processing sequential data, thus effectively
capturing long-range dependencies. This ability is particularly suitable for analyz-
ing complex student learning data with time-series characteristics, even in situa-
tions where the data are incomplete and can be effectively analyzed [19]. Therefore,
the Transformer model has immense potential for analyzing and processing learn-
ing behavior data in the field of education. In February 2008, Yahoo introduced
Hadoop technology to improve the efficiency of massive data retrieval, applying it
to internal server clusters [1]. This technology has promoted the development and
application of data processing systems for large-scale data processing. Data storage
and analysis have become a hot research topic in the academic community after
the development of information technology and breakthroughs in data processing
technology. In terms of business, Facebook [23] has integrated Hadoop with tech-
nologies such as Hive and MapReduce to build a cluster environment for processing
large amounts of data. This approach supports tasks such as analyzing user activity,
status updates, and logs. At present, Facebook uses a fully distributed Big Data
platform for data storage, management, and mining [16]. In addition, the academic
community has shown significant interest in Hadoop technology [12]; many research
institutions and universities have begun to study Hadoop clusters and offer related
courses [13]. Judijanto uses AI systems to understand the unique preferences, needs,
and learning styles of individuals through data analysis and intelligent algorithm
modeling; this approach prioritizes personalized learning and enables teachers to
present teaching materials more effectively tailored to the comprehension levels of
students [11]. Some universities have also applied Hadoop technology for research
on student behavior data mining [30]. For example, University of Indianapolis de-
signed and developed a “hotspot map” to monitor student activity hotspots [14].
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These measures have effectively improved the development of Big Data technol-
ogy in the business and academic fields. The learning behavior analysis system
designed by Lake First University in Canada [3] focuses on analyzing the learning
behavior of students. The schools can use this software to understand students ’
recent learning progress and provide tailored guidance via email. When analyz-
ing the learning behaviors of students in smart classrooms, Wang established an
end-to-end framework incorporating a deformable attention mechanism to improve
target detection capabilities, enhance the capture of detailed behavioral features,
simplify the detection process, and deliver test results superior to those of other
deep learning methods [29]. In addition, some universities [25] mainly analyze and
mine the academic performance data accumulated by students during their time in
school. They provide professional advice to students based on this data, predict
students who may exhibit abnormal behavior, and issue timely warnings to provide
appropriate guidance to students [27].

Research on using Transformer models for predicting student learning status
started relatively late in China but has progressed rapidly in recent years. Many uni-
versities and research institutions have recognized the potential of Transformer mod-
els in educational data analysis and conducted a series of related studies [17,22,31].
Central China Normal University has made significant progress in using the three-
space fusion intelligent learning system to innovate the mechanism and path of
promoting information technology strategy, promote the deep integration of infor-
mation technology and education and teaching, enhance the deepening application
of information technology in school business management and services, and support
the internationalization development strategy of the school. The Smart Learning
Experimental Zone and Experimental School of Beijing Normal University provide
innovative experimental venues for education and teaching [4,35]. They explore the
optimization and innovation of the teaching process and promote the development
of teaching models toward a more intelligent, personalized, and interactive direction
by introducing new technologies, methods, and concepts [26]. These experimental
areas and schools provide a practical foundation and data support for educational
and teaching research. Important references and support are provided for educa-
tional theory and practice by observing and researching student learning behavior
and teacher effectiveness [34]. The Joint Laboratory of Artificial Intelligence and
Education Integration Innovation at Northeast Normal University is committed
to integrating AI technology with education and conducting cutting-edge educa-
tional technology research and innovative practices [7,20]. It explores new theories,
methods, and models in education and promotes innovative development in edu-
cation and teaching by integrating technologies such as AI, machine learning, and
data mining [32]. The research team at Tsinghua University [21] has also lever-
aged advanced technologies such as AI to promote the diversified development of
teaching modes, streamline student management, and improve the personalization
and innovation of teaching content. It has modeled students’ personalized learning
characteristics using knowledge tracing techniques to collect and analyze student
behavior data. This approach enables dynamic tracking and prediction of student’
s knowledge mastery, [33]. In addition, Shanghai Jiao Tong University [10], Shan-
dong University [24], Peking University [9], Zhejiang University [28], South China
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Normal University [15], Renmin University of China [6], Beihang University [18],
and others have all achieved various research results.

In summary, the use of AI technology to predict the learning status of students
has significantly promoted the innovation of educational technology [2]. However,
student image data, learning behavior data, and life trajectory data cannot be col-
lected in a regular manner compared with standardized and structured time-series
data [8]. Also, the collection times and intervals for different types of data and even
for various features within each type are inconsistent. This inconsistency leads to
challenges such as missing data and misaligned dimensions across time. In addition,
the nonuniform time intervals in various dimensions have resulted in uneven spac-
ing between various data points in the sequence data. In summary, the temporal
data of sports majors students examined in this study had the following significant
characteristics: (1) data loss caused by uneven sampling time in each dimension of
various types of data and uneven loss in each dimension; (2) inconsistent time inter-
vals between data points in time-series data caused by the inability to control them
in terms of time. This issue is also a core reason why AI-driven advancements in
higher education remain limited. This study addressed the aforementioned issue by
exploring the implementation path of the learning status prediction of sports major
students based on the information attenuation perception Transformer model. It
employed the advantages of the Transformer model in handling sequence depen-
dencies. A special information attenuation mechanism was added when analyzing
input information data, which not only effectively mitigated long-term dependency
issues in the data but also improved the sensitivity and recognition ability of the
model to key behavioral features. Finally, the effectiveness of the established model
was demonstrated through practical application cases, including analyses of train-
ing loss, final accuracy, and predictions of the learning status of excellent, average,
and poor students. These applications verified the model’s accuracy and utility in
real educational scenarios.

2. Establishment of transformer model based on information
attenuation perception

We collected and organized data on the learning status of students and then
conducted feature analysis. These data exhibited the characteristics of multimodal
low-density sequential data. We selected a relatively suitable model framework
based on these data features. The system design scheme proposed in this study
covered data preprocessing, model design, training and evaluation, and ways to
deploy and use the system. It specifically included three basic parts: data collection
and processing, model design, and model training and evaluation.

Data collection and Processing
The steps involved in data collection and processing were as follows:
(1) Collect data on student sex, attendance rate, competition participation, num-

ber of failed subjects, classroom test scores, and Cattell 16PF personality factors.
(2) Convert all non-numerical data into numerical data, such as the 16PF factor.
(3) Standardize numerical features to eliminate dimensional effects and ensure

the effectiveness of model training;
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(4) Divide the dataset into 80% training set and 20% testing set to evaluate the
generalization ability of the model.

Transformer Model Design Process
(1) Use a Transformer structure including multiple encoding layers, each layer

including a multi-head self-attention mechanism and a feedforward network.
(2) Configure a self-attention mechanism to allow the model to capture long-

distance dependencies between features.
(3) Map the output of the last Transformer layer to the final classification result

through a fully connected layer.
Model Training and Evaluation
(1) Choose the appropriate loss function and optimizer.
(2) Apply gradient cropping technology to prevent gradient explosion.
(3) Record the loss and accuracy of the training set at the end of each training

cycle, and plot the loss and accuracy curves.
Simplification of Personality Trait Scores
Individual personality traits are often complex and difficult to distinguish in ed-

ucation and learning environments. This study classified these personality factors
into three levels based on the evaluation results to determine their potential im-
pact on learning. This classification helped more accurately analyze the behavioral
motivations of students and provide more accurate conclusions.

The study categorized the results of 16PF into three levels: beneficial for learning,
neutral impact, and potentially hindering learning, as shown in Figure 1. This
classification aimed to help the program identify which personality traits might
promote student learning, which might not have a significant impact, and which
might have a negative impact on learning, and also provide a rough rating of the
personality of the participants.

Figure 1. The impact of different personality traits on learning outcomes.

Datasets and Preprocessing
The dataset used in this system comprised the following fields:
StudentId: Student’s ID number.
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Sex: Sex of the student, where 0 represents female and 1 represents male.
Attendance rate: Attendance rate of a student, expressed as a percentage.
Challenge: Number of times a student participates in subject-related competi-

tions.
Failed: Number of subjects a student has failed in their area of study.
Quiz: Average score of a student’s test.
16PF (personality factor score): Personality trait score of students based on the

Cattell ’s 16 Personality Factor Questionnaire.
Score: Comprehensive rating of a student, used to measure their learning ability.
We deliberately simulated the situation of data loss, such as intentionally remov-

ing some students’ test scores or personality trait ratings, to address the potential
missing data in the dataset. Several common strategies were adopted, including us-
ing the mean, median, and mode of the fields for filling and ultimately selecting the
average filling strategy that performed the best in accuracy testing, on facing miss-
ing numerical data (as shown in Table 1), ensuring the accuracy of data processing
and the reliability of the prediction model.

Table 1. Training loss and accuracy with different imputation
strategies over 10 cycles

Original
values

Mean Median Mode

Training loss 0.1260 0.1417 0.1477 0.6365
Accuracy(%) 88.06 83.58 80.60 79.10

Datasets and Preprocessing
This study evaluated the performance of the model on an independent dataset

by dividing the data into training and testing sets, with 80% of the data used for
training and the remaining 20% used for testing the performance of the model. Such
partitioning helped evaluate the generalization ability of the model on unseen data,
ensuring its robustness.

The data preprocessing included missing value filling, data standardization, and
partitioning the dataset into training and testing sets. The quality and consistency
of the data were ensured through these preprocessing steps, laying a solid foundation
for subsequent model training and evaluation.

Model Definition
The timeliness of information is crucial for temporal data. Data with varying de-

lays inevitably lead to a decline in their credibility. However, temporal models such
as RNN (Recurrent Neural Network) cannot perceive the aforementioned nonuni-
formity and information loss. Data filling and other operations are also required to
adapt to the structure of the model, which has a significant impact on the perfor-
mance of the model in predicting and detecting the learning status of students. In
addition, people’s demand for the interpretability of models in the field of machine
learning, especially deep learning, has become increasingly evident. In the context
of this project, it is imperative to not only perceive, detect, and predict the learning
status of students but also help “students with learning difficulties.”This requires
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the model to reasonably express the learning barriers of students based on the out-
put results by calculating the contributions of input data from various dimensions
to those results. Furthermore, the model must enable teachers, counselors, learn-
ing mentors, and other personnel to intervene effectively in addressing the learning
challenges faced by students.

Therefore, a Transformer model for information attenuation perception was pro-
posed based on the inherent characteristics of student information temporal data
and the objective need for interpretability, targeting the characteristics of multi-
modal low-density temporal data of students. The framework structure is shown in
Figure 2.

Figure 2. Model framework based on information attenuation per-
ception Transformer.

3. Training of transformer model based on information attenuation
perception

Model Training
Training is used to ensure that the model can learn features from the training data

and has good generalization ability on new data. The key steps in the model training
process include the selection of loss function and optimizer, gradient pruning, and
model iteration.

(1) Definition of loss function
Choosing a loss function is one of the key decisions in machine learning because

it directly affects the objectives of optimization algorithms. The cross-entropy loss
function is widely used in classification tasks to evaluate the difference between the
model output and the actual label. Cross-entropy can directly quantify the incon-
sistency between the predicted probability distribution and the true distribution,
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making the goal of model optimization straightforward. When the prediction of
the model deviates from the true label, the gradient size provided by cross-entropy
loss is appropriate, which helps quickly correct incorrect predictions and effectively
improve the accuracy of predicting student learning status. The expression of the
cross-entropy loss function is:

(3.1) L = −
C∑
i=1

ti log(pi)

where C is the total number of categories, ti is the true label of the j-th category,
and p is the probability of the model predicting the j-th category. The student
learning status examined in this study belonged to a classification task for which
the cross-entropy loss function was more suitable.

Considering the large gradients provided by the cross-entropy loss function during
misclassification, its use can help the model learn faster and accelerate the conver-
gence process. Additionally, cross-entropy loss was less prone to gradient vanishing
than with squared error loss due to the use of the softmax function in this study,
making it particularly effective for training deep networks..

(2) Selection of optimizers
After careful evaluation, this study used Adam (adaptive moment estimation) as

the optimizer. The data on student learning status are characterized by complexity
and imbalance. The Adam optimizer combines the core advantages of Momentum
and RMSprop optimizers and has the function of adaptive learning rate adjust-
ment. It automatically adjusts the learning rate for each parameter based on the
recent gradient changes of the parameters and uses this information to accelerate
the optimization process of parameters while reducing directional oscillations. The
applicability of the Adam optimizer was also verified in this study through compar-
ative analysis.

The uniqueness of the Adam optimizer lies in its ability to automatically adjust
the learning rate for each parameter based on the size of the nearest gradient change
of the parameter, making it suitable for dealing with the problem of uneven data
updates [29]. This was particularly crucial for analyzing the complexity of student
learning status in this study. Also, these features of the Adam optimizer enable
it to perform well in various data scenarios, especially in applications that predict
student learning status, effectively handling various challenges.

The adaptive learning rate mechanism of the Adam optimizer significantly op-
timizes the initial speed of model training, enabling it to quickly approach the
optimal solution in the early stages. It also automatically reduces the learning step
size when approaching the optimal solution, thus enhancing the stability of the en-
tire training process. The Adam optimizer helps alleviate the problem of overfitting
by dynamically adjusting the learning rate, which is particularly crucial when deal-
ing with unknown datasets. It ensures that the model performs more reliably and
effectively on new data. In addition, the tuning mechanism of the Adam optimizer
ensures that the model maintains good performance under various data conditions,
especially in learning status prediction involving complex data structures. Its appli-
cation can significantly enhance the accuracy of predictions and improve the model’
s generalization ability.
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Figure 3. Application effect of the cross-entropy loss function and
Adam optimizer.

As shown in Figure 3, the average training loss obtained by using the cross-
entropy loss function and Adam optimizer in the 15th to 20th cycles after stable
training was 0.19, and the average accuracy obtained was 81.92

(3) Gradient cropping definition
Gradient cropping is used to ensure the stability of the model training process. It

avoids excessive gradient updates by limiting the maximum norm of gradients, thus
preventing numerical instability and gradient explosion problems during training.

Figure 4. Changes in gradient norm with training before and after
gradient cropping.

Gradient cropping has a significant impact on the gradient norm during train-
ing. This study applied gradient clipping to reduce the gradient norm. The specific
parameter settings are shown in Figure 4. A comparison revealed that the gradi-
ent norm used to be as high as 16 in the first 100 training steps before gradient
pruning, and the final gradient norm was between 1 and 11. The gradient norm fluc-
tuated significantly and could potentially explode. The gradient norm was limited
to a reasonable range and remained within 7 during the initial training phase by
continuously adjusting the clipping parameters after gradient cropping, eventually
stabilizing between 0 and 5, making training more stable.

(4) Training
Training cycle
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The training usually includes multiple cycles. This study used 40 cycles for
training. The model traversed the entire training dataset once in each cycle and
learned through multiple iterations.

The steps in each cycle were as follows:
a. Model training mode settings
At the beginning of each training cycle, the model enters the training mode by

calling “model. train()” to ensure that all settings are correctly applied to the
learning process. Specific layers such as Dropout and BatchNorm exhibit different
behavioral characteristics in this mode than during evaluation, which helps prevent
overfitting and adjust normalization parameters based on each batch of data. In
addition, the weights and biases of the model are updated based on the loss function
feedback and backpropagation results exclusively during the training mode.

b. Batch iteration:
The DataLoader class is used in the code to create a batch iterator, which di-

vides the dataset into multiple batches, each containing a specified number of data
samples. The specific implementation code is as follows:

train loader = DataLoader(train dataset, batch size=10, shuffle=True)
Batch size is an important hyperparameter because it affects the efficiency and

effectiveness of model training. In this study, the batch size was set to 10, repre-
senting the processing of 10 data samples per batch, which ensured its effectiveness
while accelerating training efficiency.

Shuffle is set to True in the training data loader, implying that the data is ran-
domly shuffled at the beginning of each training cycle. This helps the model avoid
learning the order of data, thereby improving its generalization ability.

4. Verification of transformer model based on information
attenuation perception

We selected second-year students from a university as the experimental subjects
after completing the model building and training, aiming to deeply explore the ac-
curacy and effectiveness of the Transformer model in predicting the learning status
of sports major students,. A total of 30 participants with stable academic perfor-
mance and good mental health were strictly selected from these students to ensure
the rigor and reliability of the experiment. The participants were evenly assigned
to two groups: experimental and control groups. Prior to starting the experiment,
we completed the construction and training of the Transformer model, which was
designed to receive and process multidimensional core parameters including sex, at-
tendance rate, competition, failing grades, test scores, and personality trait scores.
The Transformer model could quickly and comprehensively assess the learning sta-
tus of each participant using these parameters.

During the experiment, we strictly controlled all external factors that could influ-
ence the results, such as additional exposure to learning materials and unsystematic
information input, to ensure the integrity of the experimental environment and the
accuracy of the data. At the same time, we established a fixed testing schedule,
conducting tests every other day within a consistent time frame and recorded the
results of each test in detail. Statistical tools were used to analyze and interpret



1852 G. YANG, W. YANG, AND Y. WANG

the collected data in detail after 4 weeks of continuous testing and data accumu-
lation. The results of the experiment are shown in Table 2. We believe that the
Transformer model is highly accurate in assessing the effectiveness of personalized
learning resources for students.

Table 2. Data processing results1

Method
Excellent Students Average Students Poor Performing Students

rsum
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

SCAN* 67.4 90.3 95.8 58.0 84.0 90.5 48.6 77.7 85.2 697.5
BFAN* 68.1 91.4 - 59.5 84.9 - 50.8 78.4 - -
DPRNN 70.2 91.6 95.8 62.9 86.5 92.0 55.5 81.3 88.2 724.0
CAAN 70.1 91.6 97.2 61.5 85.3 92.6 52.8 79.0 87.9 718.0
GSMN* 76.4 94.3 97.3 66.9 88.3 93.2 57.4 82.3 89.0 745.1
SHAN* 74.6 93.5 96.9 65.0 87.4 92.7 55.3 81.3 88.4 735.1
SGRAF* 77.8 94.1 97.4 68.2 88.6 93.1 58.5 83.0 88.8 749.5
IAPTM* 77.2 94.1 96.0 68.0 89.7 93.9 58.8 85.3 91.7 754.7

Seven typical technical solutions were selected for comparative validation to
demonstrate the superiority of the technical solution proposed in this study: SCAN,
BFAN, DPRNN, CAAN, GSMN, SHAN, and SGRAF. Core indicators were cal-
culated separately for three types of students based on the student experimental
samples provided in this study: excellent students, average students, and poor-
performing students. Then, the data obtained using the technical scheme proposed
in this study were compared with the data results from the seven typical technical
schemes. As shown in Table 2, the technical scheme IAPTM proposed in this study
demonstrated better recognition and matching effects in terms of the three indica-
tors R@1, R@5, and R@10 for identifying the three types of students, validating
the technical advancement of the proposed IAPTM scheme.

Model Definition and Loading
This study used the Transformer encoder layer provided by PyTorch to process

input features and output the original score of the category through linear clas-
sification. Simultaneously, we prepared a temperature parameter for calibrating
the confidence level of softmax output. We loaded the previously trained model
parameters and switched the evaluation mode using model.eval().

Data Preprocessing
We used Pandas to read the data from the CSV file and StandardScaler to stan-

dardize the feature data to a mean of 0 and a standard deviation of 1. Then, we split
the dataset into training and testing sets, with the testing set accounting for 20%.
We customized the PyTorch Dataset class streamline data loading and processing.
Further, we added a dimension through unsqueeze (0) so that each feature tensor
had a batch dimension.

Model Prediction

1SCAN(Semantic Compositional Attention Networks), BFAN(Bidirectional Focal At-
tention Network), DPRNN(Dual-Path RNN), CAAN(Context-Aware Attention Network),
SHAN(Sequential Hierarchiacl Attention Network), SGRAF(Semantic Graph Attention Networks),
IAPTM(Information Attenuation Perception Transformer Model)
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We normalized the data and converted it into a PyTorch tensor. We used the
softmax function to convert the original score output by the model into a probability
distribution and finally obtained the category with the highest probability and its
corresponding probability (i.e., confidence) torch.max.

User Input and Prediction
We prompted the user to input feature data and read the data, used the model

for prediction, and finally output the prediction result and confidence.

Figure 5. Training loss and accuracy of the final code with com-
plete data.

Figure 6. Training loss and accuracy of the final code with 10%
missing data.

Comparing Figures 5 and 6, the left side shows the training results with complete
data, whereas the right side shows the results with 10% missing data, indicating a
significant improvement compared with the results tested in the previous section.
When using this model for prediction in practice, the “torch.max” function is used
to obtain the maximum probability as the confidence level. This model maintains a
high confidence level, whether facing extreme or moderate data, indicating its high
reliability.

As shown in Figure 7, a basic student learning status prediction system was
established using the Transformer model established in this study. In the input



1854 G. YANG, W. YANG, AND Y. WANG

Figure 7. Test results of excellent students predicted using the
model established in this study.

information, sex represented sex, with input 0 representing female and input 1
representing male. Attendance represented the attendance rate, with input val-
ues ranging from 0 to 100, reflecting the percentage of students attending classes.
Contest represented the number of students participating in subject-related compe-
titions, with the input value being a natural number. Fail represented the number
of failed subjects in the student’s previous related subjects, with the input value
being a natural number. Quiz represented the average score achieved by students in
the test, with input values ranging from 0 to 100. The 16PF was the score obtained
from the personality trait test of the student, which was replaced by 1, 2, and 3
to suit learning, neutral impact, and potential negative impact, respectively. As
demonstrated in this study, a female student with a 100% attendance rate, who
participated in three related competitions, did not fail the course, scored full marks
in daily tests, and had a good personality suitable for learning, was inputted into
the system. The predicted result was 1 and the confidence rate reached 94%, indi-
cating that the student’s learning status was at a relatively excellent level and the
model prediction was relatively accurate.

As shown in Figure 8, a poor-performing female student with an attendance
rate of 12%, who did not participate in relevant competitions, passed three related
subjects, and had an average score of 15 in daily tests, was inputted into the system.
Personality may also have a negative impact on learning. The data input of the
student with overall level deficiency into the system yielded a prediction result of 0,
with a confidence level of 88%, indicating that the student’s learning status was at
a level needing improvement and the model prediction was also relatively accurate.

As shown in Figure 9, an average female student with an attendance rate of 87%,
who participated in a related competition, passed a related subject, and had an
average score of 78 in daily tests, was inputted into the system. The predicted
result was 1 with a confidence level of 94%, indicating that the student’s learning
status was excellent and the model prediction was also accurate.
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Figure 8. Test results of poor-performing students predicted by
applying the model established in this study.

Figure 9. Test results of average students predicted by applying
the model established in this study.

The verification and application of learning status prediction based on the in-
formation attenuation perception Transformer model were completed through the
aforementioned specific examples, demonstrating the entire process from strict eval-
uation of the model to practical application. Also, the accuracy and robustness of
the model constructed in this study were verified through rigorous evaluation on an
independent test set, ensuring that the model could provide reliable predictions in
practical applications.

In terms of practical applications, a simple and intuitive user interface was also
presented, allowing users to input relevant educational feature data and quickly
obtain predicted learning status results. The model demonstrated a high accuracy
of 88.01% after rigorous testing when the data were complete and after 40 training
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cycles, with a loss function reduced to 0.0940. The model could still maintain an
accuracy of 84.19% with a loss function of 0.1221 even in the case of 10% missing
data, demonstrating its superior data fault tolerance and ensuring high accuracy in
subsequent practical testing.

Model Performance Evaluation
Validation was performed on the Flicker30k dataset to demonstrate the superior-

ity of the student learning status prediction based on the information attenuation
perception Transformer model in mitigating the interference of noisy features during
the matching process, as shown in Table 3..

Table 3. Results of data matching

Method
Excellent students Average students Poor performing students

rsum
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

MSCOCO 1k test

SCAN* 72.7 94.8 98.4 65.8 91.6 96.6 58.8 88.4 94.8 761.9
BFAN* 74.9 95.2 - 67.2 91.8 - 59.4 88.4 - -
DPRNN 75.3 95.8 98.6 68.9 92.8 96.9 62.5 89.7 95.1 775.6
CAAN 75.5 95.4 98.5 68.4 92.6 96.9 61.3 89.7 95.2 773.5
GSMN* 78.4 96.4 98.6 70.9 93.3 97.2 63.3 90.1 95.7 783.9
SHAN* 76.8 96.3 98.7 68.7 93.0 97.3 62.3 89.6 95.8 778.8
SGRAF* 79.6 96.2 98.5 71.4 93.5 97.3 63.2 90.7 96.1 786.5

IAPTM* 79.8 96.3 98.7 72.0 93.5 97.3 64.2 90.7 95.9 788.4

MSCOCO 5k test

SCAN* 50.4 82.2 90.0 44.5 75.8 85.2 38.6 69.3 80.4 616.4
CAAN 52.5 83.3 90.9 46.9 76.8 86.9 41.2 70.3 82.9 631.7

SGRAF* 58.8 84.8 92.1 50.2 77.9 86.8 41.6 70.9 81.5 644.6

IAPTM* 59.4 86.0 92.3 50.9 78.9 87.0 42.3 71.8 81.7 650.3

IAPTM is the abbreviation of the methodology proposed in this study; R@1,
R@5, and R@10 in the table are Recall@k, which are divided into three task settings
of excellent students, average students, and poor-performing students, and contain
a total of nine metrics data. The rsum in the last column of the table represents the
sum of the recall values from the first nine columns, offering a more comprehensive
assessment of the performance of the matching model.

Compared with previous methods, the IAPTM proposed in this study achieved
some improvement across all indexes. Specifically, compared with the baseline model
SGRAF, the improvement in the task setting of excellent students, was 2.0%, 0.2%,
and 0.3% in R@1, R@5, and R@10, respectively; the most important metric, R@1,
demonstrated significant improvement. In the task setting for poor-performing stu-
dents, the most important metric R@1 improved by 1.6%, R@5 by 1.5%, and R@10
by 1.4%. Finally, the composite metric rsum significantly improved by 7%. Thus,
IAPTM achieved a more significant performance improvement on the Flicker30k
dataset, validating its effectiveness in mitigating the noise feature interference dur-
ing the matching process.

5. Conclusions

The application of AI technology in predicting sports major student learning sta-
tus is of great significance. It can not only improve teaching efficiency and quality
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and optimize resource allocation but also provide personalized learning experiences
and support for students. This approach stimulates their learning motivation and
promotes educational equity. Precision teaching for sports major students can tai-
lor personalized learning plans based on the physical fitness levels, interests, and
learning paces of students. Each student differs in terms of physical condition and
learning progress. Teachers can provide each student with the most suitable learn-
ing content by accurately assessing students’ learning status, enabling them to make
continuous progress at an appropriate pace. Furthermore, teachers understand stu-
dents’ interests and then design course content according to their preferences. This
encourages more active participation in sports activities and stimulates students’
learning motivation and interests, thereby enhancing their intrinsic motivation and
engagement. Additionally, feedback from students helps teachers promptly identify
students encountering difficulties or progressing slowly in certain projects. Teachers
can then adjust teaching methods accordingly, thus offering personalized guidance
and support to ensure every student has appropriate opportunities for development.
Regarding the physical health of sports major students, which is of great concern,
teachers can reasonably arrange exercise intensity by understanding the physical
conditions and changes in the athletic abilities of students. This prevents acciden-
tal injuries caused by overtraining or unsuitable training methods and safeguards
students’ physical and mental well-being.

This study proposed a sports major student learning status prediction method
based on the Transformer model. The temporal relationship of student learning
information data was obtained through temporal encoding, and the long-range de-
pendency relationship of student status data was extracted using scaled dot product
attention to obtain remote sequence-related information. The multi-head attention
mechanism was used to learn the feature information of different positions in stu-
dent data, capture the global dependency relationship, and then fuse the feature
information through the fully connected layer to output the predicted result of the
student learning status. The experimental results showed that the established model
achieved better detection performance on real datasets.

The relevant research results of this study can provide technical support for not
only personalized teaching but also the development of optimizing educational re-
source allocation, thus preventing learning obstacles and enhancing learning moti-
vation. Building on our existing research, we plan to continuously advance the de-
velopment of the Artificial Intelligence-Classroom Quality Evaluation system. This
educational assessment system leverages AI and Big Data analysis. Using vast
amounts of classroom teaching video data, the system employs deep learning tech-
niques in AI training to intelligently recognize classroom behaviors of both sports
teachers and students, encompassing face recognition, expression analysis, and so
on. The results are presented to students, teachers, parents, and other educators
in a more intuitive graphical format through Big Data analysis of the behaviors of
teachers and students, including students’ movement trajectories, classroom per-
formance, concentration levels, and other relevant data. This provides scientific
decision-making support for educational policymakers. Future studies should ex-
plore more feature integration technologies and optimize network architecture to
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further enhance the performance and practicality of models, bringing more reform
and innovation to the education field.
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