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these concepts. Additionally, Chandok et al. [9] established results concerning the
existence and uniqueness of fixed points for a certain rational type of contraction en-
dowed with a partial order, contributing to the theoretical framework of fixed-point
theory in partially ordered metric spaces.

Subsequently, Kumar et al. [17] extended the results of Chandok et al. [9] within
the context of complete partial metric spaces, further expanding the applicability
of these findings [3]. Hitzler [12] presented a noteworthy extension of the BCP
by introducing dislocated metric spaces. It is worth noting that dislocated metric
spaces (DMS) are sometimes also referred to as DMS (as observed by Amini-Harandi
[5]). For further insights into DMS, interested readers can refer to works such
as [13,14].

In this article, we use a binary relation to demonstrate the existence and unique-
ness of fixed points in the context of dislocated metric space under the new gener-
alized (ϕ, ψ)-rational contraction. Additionally, we present an example to demon-
strate our recently validated findings. Lastly, we provide an application to fractional
differential equation.

Throughout this manuscript N0, N, and R, denote the set of whole numbers,
natural numbers, and real numbers respectively.

Definition 1.1 ([11]). Let Ǧ be a non-empty set. Then a mapping p : Ǧ× Ǧ→ R+

is said to be a partial metric on Ǧ if for all Š,κ,G ∈ Ǧ,

(i) Š = κ ⇐⇒ p(Š, Š) = p(Š,κ) = p(κ,κ),
(ii) p(Š, Š) ≤ p(Š,κ),
(iii) p(Š,κ) = p(κ, Š),
(iv) p(Š,κ) ≤ p(Š,G) + p(G,κ)− p(G,G).

The pair (Ǧ, p) is called a partial metric space.

Definition 1.2 ([12]). Let Ǧ be a non-empty set. Then a mapping ð : Ǧ×Ǧ→ R+

is said to be dislocated on Ǧ if for all Š,κ ∈ Ǧ

(i) ð(Š,κ) = 0 =⇒ Š = κ,
(ii) ð(Š,κ) = ð(κ, Š),
(iii) ð(Š,κ) ≤ ð(Š,G) + ð(G,κ).

The pair (Ǧ, ð) is called a dislocated ( or metric like ) space. Here it can be pointed
out that all the requirement of a metric are met out except ð(Š, Š) may be positive
for Š ∈ Ǧ.

Remark 1.3 ([1]). Every metric is a partial metric and every partial metric is a
dislocated but converse implication is not true in general.

Definition 1.4 ([5]). Let {Šn} be a sequence in a DMS (Ǧ, ð). Then we say that

• {Šn} converges to a point Š in Ǧ if and only if limn→∞ ð(Šn, Š) = ð(Š, Š),
• {Šn} is Cauchy in Ǧ if and only if limn,m→∞ ð(Šn, Šm) (finitely) exists,

• the DMS (Ǧ, ð) is complete if every Cauchy sequence {Šn} in Ǧ converges
to a point Š in Ǧ with respect to topology τð generated by ð (denote as

Šn
τð−→ Š) such that limn,m→∞ ð(Šn, Šm) = ð(Š, Š) = limn→∞ ð(Šn, Š).

Definition 1.5 ([11,18]). Let H be a binary relation on Ǧ. Then Š,κ ∈ Ǧ,
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(i) The inverse relation H−1 = {(Š,κ) ∈ Ǧ2 : (κ, Š) ∈ H} and symmetric
closure Hs := H ∪ H−1.

(ii) Š and κ are H-comparative if either (Š,κ) ∈ H or (κ, Š) ∈ H. We denote
it by [Š,κ] ∈ H.

(iii) A sequence Šn ⊂ Ǧ is called H- preserving if (Šn, Šn+1) ∈ H ∀ n ∈ N0.

Motivated by Alam and Imdad [2], Ahmadullah et al. [1] define relation-theoretic
variants of completeness and continuity in DMS.

Definition 1.6 ([1]). Let (Ǧ, ð) be a DMS equipped with a binary relation H. We
say that (Ǧ, ð) is H-complete if every H-preserving Cauchy sequence {Šn} ∈ Ǧ,
there is some Š ∈ Ǧ such that

lim
n→∞

ð(Šn,κn) = ð(Š, Š) = lim
n→∞

(Šn, Š).

Recall that the limit of a convergent sequence in DMS need not be unique.

Definition 1.7 ( [1]). Let (Ǧ, ð) be a DMS equipped with a binary relation H.
Then a mapping I : Ǧ→ Ǧ is said to be

• sequentially-continuous at Š if for any sequence {Šn} with Šn
τð−→ Š, we

have I(Šn)
τð−→ I(Š). As usual, I is said to be a sequentially-continuous if

it is a sequentially-continuous at each point of Ǧ.
• H-sequentially-continuous at Š if for any H-preserving sequence {Šn} with

Šn
τð−→ Š, we have I(Šn)

τð−→ I(Š). As usual, I is said to be a H-
sequentially-continuous if it is an H - sequentially - continuous at each point
of Ǧ.

Definition 1.8 ([2]). Let (Ǧ, ð) be a DMS. A binary relation H defined on Ǧ is

called ð”-self-closed if whenever {Šn} is an H-preserving sequence and Šn
τð−→ Š

then there exists a subsequence {Šnk
} of {Šn} with [Šnk

, Š] ∈ H for all k ∈ N0.

Definition 1.9 ( [2]). Let Ǧ be a nonempty set and I a self-mapping on Ǧ. A
binary relation H defined on Ǧ is called I-closed if for any Š,κ ∈ Ǧ

(Š,κ) ∈ H =⇒ (IŠ, Iκ) ∈ H.

Proposition 1.10 ([2]). Let Ǧ, I and H be same as in Definition 1.9. Hs must
also be I-closed if H is I-closed.

Definition 1.11 ([21]). Let Ǧ be a nonempty set and H a binary relation on Ǧ.
A subset Y of Ǧ is called H-directed if for each Š,κ ∈ Y , there exists G ∈ Ǧ such
that (Š,G) ∈ H and (κ,G) ∈ H.

Definition 1.12 ([6]). Given N ∈ N0, N ≥ 2, a binary relation H defined on a
non-empty set Ǧ is called N -transitive if for any Š0, Š1, Š2, · · · , ŠN ∈ Ǧ

(Ši−1, Ši) ∈ H for each i(1 ≤ i ≤ N) =⇒ (Š0, ŠN ) ∈ H.

Notice that notion of 2-transitivity coincides with transitivity. Following Turinici
[22], H is called finitely transitive if it is N-transitive for some N ≥ 2.
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Definition 1.13 ([6]). A binary relation H defined on a nonempty set Ǧ is called
locally finiltely transitive if for each denumerable subset E of Ǧ, there exists N =
N(E) ≥ 2, such that H|E is N -transitive.

Definition 1.14 ([4]). Let Ǧ be a nonempty set and I a self mapping on Ǧ. A
binary relation H on Ǧ is called locally finitely I-transitive if for each denumerable
subset E of I(Ǧ), there exists N = N(E) ≥ 2, such that H|E is N -transitive”.

Lemma 1.15 ([8]). Let (Ǧ, ð) be a metric space and {Šn} a sequence in Ǧ. If
{Šn} is not a Cauchy sequence, then ∃ ϵ > 0 and subsequences {Šnς} & {Šmς} of

{Šn} such that

(i) ς ≤ mς < nς ∀ ς ∈ N,
(ii) ð(Šmς , Šnς ) ≥ ϵ,

(iii) ð(Šmς , Špς ) ≥ ϵ, ∀ pς ∈ {mς+1,mς+2, . . . , nς−2, nς−1}.
Additionally, if limn→∞ ð(Šn, Šn+1) = 0, then

(iv) limς→∞ ð(Šmς , Šnς+p) = ϵ ∀ p ∈ N0.

Lemma 1.16 ([6]). Let Ǧ be a non empty set, H a binary relation on Ǧ and {Šn}
is a H-preserving sequence in Ǧ”. If H is a N -transitive on Y := {Šn : n ∈ N0}
for some natural number N ≥ 2, then

(Šn, Šn+1+r(N−1)) ∈ H, ∀ n, r ∈ N0.

2. A new class of (Φ,Ψ)-contraction

Let Φ denote the class of the functions ϕ : [0,∞) → [0,∞) which satisfy the
following assumptions:

Φ1 : ϕ is right continuous;
Φ2 : ϕ is monotonic increasing and ϕ(0) = 0.

Let Ψ denote the class of the functions ψ : [0,∞) → [0,∞) which satisfy the
following assumptions:

Ψ1 : ψ(t) > 0, t > 0;
Ψ2 :limt→r inf ψ(r) > 0, ∀ r > 0.

Remark 2.1 ([3]). Axiom Ψ1 is equivalent to the following:
Ψ′

1 : If ∃ t ∈ [0,∞) such that ψ(t) = 0, then t = 0.

Proposition 2.2 ([3]). If there exists a pair of auxiliary functions ϕ, ψ : [0,∞) →
[0,∞), which satisfies axioms Φ2 and Ψ1 such that ∀ s ∈ [0,∞) and t ∈ (0,∞),

ϕ(s) ≤ ϕ(t)− ψ(t), then s < t.

Proposition 2.3. Let (Ǧ, ð) be a DMS and I a self mapping on Ǧ. If ∃ an auxiliary
functions ϕ, ψ : [0,∞) → [0,∞), which satisfies axioms Φ2 and Ψ1 respectively, such
that I is a (ϕ, ψ)-contraction of Alam et al. [3], then I is contractive and hence is
continuous.

Given a binary relation H and a self-mapping I on a non-empty set Ǧ, we use
the following notations:

(i) F (I) := the set of all fixed points of I,
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(ii) γ(Š,κ,H) : the class of all paths in H from Š to κ,
(iii)

M(Š,κ) = max
{
ð(Š,κ), ð(Š, IŠ), ð(κ, Iκ),

ð(Š, Iκ) + ð(κ, IŠ)

2
,

ð(κ, Iκ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)
,
ð(Š, IŠ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)

}
.

(iv)

N(Š,κ) = max
{
ð(Š,κ), ð(Š, IŠ), ð(κ, Iκ),

ð(κ, Iκ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)
,
ð(Š, IŠ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)

}
.

Remark 2.4. Observe that N(Š,κ) ≤M(Š,κ) (∀Š,κ ∈ Ǧ).

Now, we define the new generalized (ϕ, ψ)-rational contraction as follows:

Definition 2.5. Let (Ǧ, ð) be complete DMS and I : Ǧ → Ǧ be a self mapping,
then I is said to satisfy new generalized (ϕ, ψ)-rational contraction if for ϕ ∈ Φ and
ψ ∈ Ψ such that

ϕ(ð(IŠ, Iκ)) ≤ ϕ(M(Š,κ))− ψ(N(Š,κ)) ∀ Š,κ ∈ Ǧ with (Š,κ) ∈ H.

Proposition 2.6. Given a DMS (Ǧ, ð) equipped with a binary relation H, a map-
ping I : Ǧ→ Ǧ and an auxiliary function ϕ ∈ Φ and ψ ∈ Ψ, the following contrac-
tivity conditions are equivalent:

(a) ϕ(ð(IŠ, Iκ)) ≤ ϕ(M(Š,κ))− ψ(N(Š,κ)) ∀ Š,κ ∈ Ǧ with (Š,κ) ∈ H.
(b) ϕ(ð(IŠ, Iκ)) ≤ ϕ(M(Š,κ))− ψ(N(Š,κ)) ∀ Š,κ ∈ Ǧ with [Š,κ] ∈ H.

3. Main result

Theorem 3.1. Let (Ǧ, ð) be a dislocated metric space and H a binary relation on
Ǧ. Let I: Ǧ → Ǧ be a self-mapping satisfying the following conditions.

(i) ∃ a subset Y ⊆ Ǧ with IǦ ⊆ Y such that (Y, ð) is H-complete,
(ii) ∃ Š0 such that (Š0, IŠ0) ∈ H,
(iii) H is I-closed,
(iv) either I is H - sequentially -continuous or H|Y is ð-self-closed,
(v) I satisfy the new generalized (ϕ, ψ)- rational contraction.

Then I has a fixed point.

Proof. By condition (ii), ∃ Š0 ∈Ǧ such that (Š0, IŠ0) ∈ H. Now we define the
sequence of Picard iterates Šn+1 = IŠn. If IŠ0 = Š0 then nothing to prove.
If IŠ0 ̸= Š0 then by the condition (iii), we get

(3.1) (IŠ0, I
2Š0), (I

2Š0, I
3Š0), (I

3Š0, I
4Š0) · · · (InŠ0, I

n+1Š0) · · · ∈ H.

As (Šn, Šn+1) ∈ H ∀ n ∈ N0, i.e., {Šn} is H-preserving sequence.
Denote ðn := ð(Šn, Šn+1). If ∃ n0 ∈ N0 such that ðn0 = 0, then by (3.1), we
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conclude that Šn0 = Šn0+1 = I(Šn0) so that Šn0 is a fixed point of I. Otherwise,
we have ðn > 0 ∀ n ∈ N0. Applying condition (v), we get

(3.2) ϕ(ð(Šn, Šn+1)) = ϕ(ð(IŠn−1, IŠn)) ≤ ϕ(M(Šn−1, Šn))−ψ(N(Šn−1, Šn))

where

M(Šn−1, Šn)

= max
{
ð(Šn−1, Šn), ð(Šn−1, IŠn−1), ð(Šn, IŠn)

ð(Šn−1, IŠn) + ð(Šn, IŠn−1)

2
,

ð(Šn, IŠn)[1 + ð(Šn−1, IŠn−1)]

1 + ð(Šn−1, Šn)
,
ð(Šn−1, IŠn−1)[1 + ð(Šn−1, IŠn−1)]

1 + ð(Šn−1, Šn)

}
= max

{
ð(Šn−1, Šn), ð(Šn−1, Šn), ð(Šn, Šn+1),

ð(Šn−1, Šn+1) + ð(Šn, Šn)

2
,

ð(Šn, Šn+1)[1 + ð(Šn−1, Šn)]

1 + ð(Šn−1, Šn)
,
ð(Šn−1, Šn)[1 + ð(Šn−1, Šn)]

1 + ð(Šn−1, Šn)

}
= max

{
ð(Šn−1, Šn), ð(Šn, Šn+1),

ð(Šn−1, Šn+1) + ð(Šn, Šn)

2

}
= max

{
ð(Šn−1, Šn), ð(Šn, Šn+1)

}
.

Similarly,

N(Šn−1, Šn)

= max
{
ð(Šn−1, Šn), ð(Šn−1, IŠn−1), ð(Šn, IŠn),

ð(Šn, IŠn)[1 + ð(Šn−1, IŠn−1)]

1 + ð(Šn−1, Šn)
,
ð(Šn−1, IŠn−1)[1 + ð(Šn−1, IŠn−1)]

1 + ð(Šn−1, Šn)
,
}

= max
{
ð(Šn−1, Šn), ð(Šn−1, Šn), ð(Šn, Šn+1),

ð(Šn, Šn+1)[1 + ð(Šn−1, Šn)]

1 + ð(Šn−1, Šn)
,
ð(Šn−1, Šn)[1 + ð(Šn−1, Šn)]

1 + ð(Šn−1, Šn)

}
= max

{
ð(Šn−1, Šn), ð(Šn, Šn+1)

}
.

Therefore (3.2) can be rewritten as

(3.3)

ϕ(ðn) = ϕ(ð(Šn, Šn+1))

≤ ϕ(max(ð(Šn−1, Šn), ð(Šn, Šn+1)))

− ψ(max(ð(Šn−1, Šn), ð(Šn, Šn+1)))

≤ ϕ(max(ðn−1, ðn))− ψ(max(ðn−1, ðn)).

Now if ðn > ðn−1 then by equation (3.3), we get

ϕ(ðn) ≤ ϕ(ðn)− ψ(ðn).

By properties of Φ, we get ψ(ðn) ≤ 0, which is a contradiction to condition Ψ2.
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Hence we have ðn < ðn−1 which amount to say that ðn is decreasing sequence.
Then equation (3.3) yields that

(3.4) ϕ(ðn) ≤ ϕ(ðn−1)− ψ(ðn−1).

In view of Proposition 2.2 and (3.4) gives rise

ðn < ðn−1 ∀n ∈ N0,

which yields that the sequence {ðn} is a decreasing sequence of +ve real numbers.
Since it is bounded below by 0 (as a lower bound ), there is an element κ ≥ 0 such
that

(3.5) lim
n→∞

ðn = κ.

Now, we claim that κ = 0. On contrary suppose that κ > 0. Taking upper limit in
Eqn. (3.4), we obtain

(3.6)
lim
n→∞

sup ϕ(ðn) ≤ lim
n→∞

sup ϕ(ðn−1) + lim
n→∞

sup [−ψ(ðn−1)]

≤ lim
n→∞

sup ϕ(ðn−1)− lim
n→∞

inf ψ(ðn−1).

Using (3.5) and (3.6) reduces to

ϕ(κ) ≤ ϕ(κ)− lim
n→∞

inf ψ(ðn−1),

implying thereby

lim
ðn→κ

inf ψ(ðn−1) = lim
n→∞

inf ψ(ðn−1) ≤ 0,

which contradicts the property of Ψ2. Therefore we have

(3.7) lim
n→∞

ðn = lim
n→∞

ð(Šn, Šn+1) = 0.

Now we show that {Šn} to be Cauchy sequence. Let on contrary that {Šn} is
not a Cauchy sequence. Therefore, by Lemma 1.15, ∃ ϵ > 0 and subsequences
{Šnς}& {Šmς} of {Šn} such that ς ≤ mς < nς , ð(Šmς , Šnς ) ≥ ϵ and ð(Šmς , Špς ) <
ϵ where pς ∈ {mς + 1,mς + 2, . . . , nς − 2, nς − 1}. Further, using (3.6) and Lemma
1.15, we have

(3.8) lim
ς→∞

ð(Šmς , Šnς+p) = ϵ ∀p ∈ N0.

As {Šn} is H-preserving and {Šn} ⊂ I(Ǧ) (owing to (3.1)) and hence the range
E := {Šn : n ∈ N0} (of the sequence {Šn}), is a denumerable subset of I(Ǧ), By
locally finitely I-transitivity of H, ∃ a natural number N = N (E) ≥ 2, such that
H|E is N -transitive. As mς < nς and N − 1 > 0, using Division Algorithm we have

nς −mς = (N − 1)(ας − 1) + (N − βς)

ας − 1 ≥ 0, 0 ≤ N − βς < N − 1

⇐⇒

{
nς + βς = mς + 1 + (N − 1)ας

ας ≥ 1, 1 < βς ≤ N .

Here above ας & βς are natural numbers such that βς can assume positive integral
value in interval (1,N ]. Hence, we can choose subsequences {Šnς} & {Šmς} of {Šn}
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satisfying Eqn. (3.8) such that βς remains constant say β, which is independent of
ς. Write

(3.9) m′
ς = nς + β = mς + 1 + (N − 1)ας

where β(1 < β ≤ N ) is constant. Owing to (3.8) & (3.9), we get

lim
n→∞

ð(Šmς , Šm′
ς
) = lim

n→∞
ð(Šmς , Šnς ) + β = ϵ.(3.10)

Using triangular inequality, we have

ð(Šmς+1, Šm′
ς+1) ≤ ð(Šmς+1, Šmς ) + ð(Šmς , Šm′

ς
) + ð(Šm′

ς
, Šm′

ς+1)

and ð(Šmς , Šm′
ς
) ≤ ð(Šmς , Šmς+1) + ð(Šmς+1, Šm′

ς+1) + ð(Šm′
ς+1, Šm′

ς
)

therefore, we have

ð(Šmς , Šm′
ς
)− ð(Šmς , Šmς+1)− ð(Šm′

ς+1, Šm′
ς
)

≤ ð(Šmς+1, Šm′
ς+1) ≤ ð(Šmς+1, Šmς ) + ð(Šmς , Šm′

ς
) + ð(Šm′

ς
, Šm′

ς+1)

which on letting ς → ∞ and using (3.7) and (3.10), gives rise

lim
n→∞

ð(Šmς+1, Šm′
ς+1) = ϵ.(3.11)

In view of (3.9) and Lemma 1.16, we have ð(Šmς , Šm′
ς
) ∈ H. By using Eqn. (3.1)

and condition (v), we have

ϕ(ð(Šmς+1, Šm′
ς+1)) = ϕ(ð(IŠmς , IŠm′

ς
))

≤ ϕ(M(Šmς , Šm′
ς
))− ψ(N(Šmς , Šm′

ς
)).

Let Mς =M(Šmς , Šm′
ς
) and Nς = N(Šmς , Šm′

ς
) then

ϕ(ð(Šmς+1, Šm′
ς+1)) ≤ ϕ(Mς)− ψ(Nς).(3.12)

So,

Mς =M(Šmς , Šm′
ς
)

= max
{
ð(Šmς , Šm′

ς
), ð(Šmς , IŠmς ),

ð(Šm′
ς
, IŠm′

ς
),
ð(Šmς , IŠm′

ς
) + ð(Šm′

ς
, IŠmς )

2
,

ð(Šm′
ς
, IŠm′

ς
)[1 + ð(Šmς , IŠmς )]

1 + ð(Šmς , Šm′
ς
)

,
ð(Šmς , IŠmς )[1 + ð(Šmς , IŠmς )]

1 + ð(Šmς , Šm′
ς
)

}
= max

{
ð(Šmς , Šm′

ς
), ð(Šmς , Šmς+1),

ð(Šm′
ς
, Šm′

ς+1)
ð(Šmς , Šm′

ς+1) + ð(Šm′
ς
, Šmς+1)

2
,

ð(Šm′
ς
, Šm′

ς+1)[1 + ð(Šmς , Šmς+1)]

1 + ð(Šmς , Šm′
ς
)

,
ð(Šmς , Šmς+1)[1 + ð(Šmς , Šmς+1)]

1 + ð(Šmς , Šm′
ς
)

}
.

Then taking limit ς → ∞ and using (3.7), (3.10), (3.11) we get

(3.13) Mς = max {ϵ, 0, 0, ϵ, 0, 0} = ϵ.
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Analogously,

Nς = N(Šmς , Šm′
ς
)

= max
{
ð(Šmς , Šm′

ς
), ð(Šmς , IŠmς ), ð(Šm′

ς
, IŠm′

ς
),

ð(Šm′
ς
, IŠm′

ς
)[1 + ð(Šmς , IŠmς )]

1 + ð(Šmς , Šm′
ς
)

,
ð(Šmς , IŠmς )[1 + ð(Šmς , IŠmς )]

1 + ð(Šmς , Šm′
ς
)

}
= max

{
ð(Šmς , Šm′

ς
), ð(Šmς , Šmς+1), ð(Šm′

ς
, Šm′

ς+1),

ð(Šm′
ς
, Šm′

ς+1)[1 + ð(Šmς , Šmς+1)]

1 + ð(Šmς , Šm′
ς
)

,
ð(Šmς , Šmς+1)[1 + ð(Šmς , Šmς+1)]

1 + ð(Šmς , Šm′
ς
)

}
.

Then taking limit ς → ∞ and using (3.7), (3.10) and (3.11) we get

(3.14) Nς = max {ϵ, 0, 0, 0, 0} = ϵ.

Taking upper limit in Eqn. (3.11), we get

lim
ς→∞

supϕ(ð(Šmς+1, Šm′
ς+1)) ≤ lim

ς→∞
supϕ(Mς) + lim

ς→∞
sup[−ψ(Nς)],

which on using (3.10), (3.11), (3.13) & (3.14) becomes

ϕ(ϵ) ≤ ϕ(ϵ)− lim
ς→∞

inf ψ(ϵ)

yielding thereby

lim
ς→∞

inf ψ(ϵ) = lim
ς→∞

inf ψ(ϵ) ≤ 0,

which contradicts to the property Ψ2. It follows that {Šn} is an H-preserving
Cauchy in Y . By H-completeness of (Y, ð), there is κ ∈ Y such that the sequence
{Šn} converges to κ with respect to topology τð generated by ð i.e.,

lim
n→∞

ð(Šn,κ) = ð(κ,κ) = lim
n→∞

ð(Šn, Šn+1) = 0.(3.15)

Firstly suppose that I is H-sequentially- continuous. Then Šn+1 = IŠn
τð−→ Iκ, so

that

(3.16)

lim
n→∞

ð(Šn+1, Iκ) = lim
n→∞

ð(IŠn, Iκ)

= ð(Iκ, Iκ)

= lim
n→∞

ð(Šn, Šn+1) = 0.

On using triangular inequality, (3.15) and (3.16), we have ð(κ, Iκ) = 0, so that κ
is a fixed point of I.

Alternately, if H|Y is ð-self closed. As {Šn} is an H-preserving sequence in Y

and Šn
τð−→ κ, there is a subsequence {Šnς} of {Šn} with [Šnς ,κ] ∈ H ∀ ς ∈ N0.

In view of condition (v) and Proposition 2.6, we have

(3.17)
ϕ(ð(Šnς+1, Iκ)) = ϕ(ð(IŠnς , Iκ))

≤ ϕ(M(Šnς ,κ))− ψ(M(Šnς ,κ)).
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Let Mnς =M(Šnς ,κ) and Nnς = N(Šnς ,κ) then

ϕ(ð(Šnς+1, Iκ)) = ϕ(Mnς )− ψ(Nnς ).(3.18)

So,

Mnς =M(Šnς ,κ)

= max
{
ð(Šnς ,κ), ð(Šnς , IŠnς ), ð(κ, Iκ),

ð(Šnς , Iκ) + ð(κ, IŠnς )

2
,

ð(κ, Iκ)[1 + ð(Šnς , IŠnς )]

1 + ð(Šnς ,κ)
,
ð(Šnς , IŠnς )[1 + ð(Šnς , IŠnς )]

1 + ð(Šnς ,κ)

}
= max

{
ð(Šnς ,κ), ð(Šnς , Šnς+1), ð(κ, Iκ),

ð(Šnς , Iκ) + ð(κ, Šnς+1)

2
,

ð(κ, Iκ)[1 + ð(Šnς , Šnς+1)]

1 + ð(Šnς ,κ)
,
ð(Šnς , Šnς+1)[1 + ð(Šnς , Šnς+1)]

1 + ð(Šnς ,κ)

}
.

Taking limit ς → ∞ and using Šnς

τð−→ κ, we obtain

(3.19) lim
k→∞

Mnς = max
{
0, 0, ð(κ, Iκ),

ð(κ, Iκ)
2

, ð(κ, Iκ), 0
}
= ð(κ, Iκ).

Similarly,

Nnς = N(Šnς ,κ)

= max
{
ð(Šnς ,κ), ð(Šnς , IŠnς ), ð(κ, Iκ),

ð(κ, Iκ)[1 + ð(Šnς , IŠnς )]

1 + ð(Šnς ,κ)
,
ð(Šnς , IŠnς )[1 + ð(Šnς , IŠnς )]

1 + ð(Šnς ,κ)

}
= max

{
ð(Šnς ,κ), ð(Šnς , Šnς+1), ð(κ, Iκ),

ð(κ, Iκ)[1 + ð(Šnς , Šnς+1)]

1 + ð(Šnς ,κ)
,
ð(Šnς , Šnς+1)[1 + ð(Šnς , Šnς+1)]

1 + ð(Šnς ,κ)

}
Taking limit ς → ∞ and using Šnς

τð−→ κ, we obtain

lim
ς→∞

Nnς = max
{
0, 0, ð(κ, Iκ), ð(κ, Iκ), 0

}
= ð(κ, Iκ).(3.20)

Taking upper limit in equation (3.18), we get

lim
ς→∞

supϕ(ð(Šnς , Iκ)) ≤ lim
ς→∞

supϕ(Mnς ) + lim
ς→∞

sup[−ψ(Nnς )],

which on using (3.19), (3.20) becomes

ϕ(ð(κ, Iκ)) ≤ ϕ(ð(κ, Iκ))− lim
ς→∞

inf ψ(ð(κ, Iκ)),

yielding thereby

lim
ς→∞

inf ψ(ð(κ, Iκ)) = lim
ς→∞

inf ψ(ð(κ, Iκ)) ≤ 0,

which contradicts to the property Ψ2. Hence, κ = Iκ, that is κ is a fixed point of
I. □
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Theorem 3.2. In addition of Theorem 3.1, If I(Ǧ) is Hs-directed, then I admits
unique fixed point.

Proof. Let Š,κ are two fixed points, i.e., IŠ = Š & Iκ = κ then two cases arise.
Case I: If (Š,κ) ∈ H then

ϕ(ð(Š,κ)) = ϕ(ð(IŠ, Iκ)) ≤ ϕ(M(Š,κ))− ψ(N(Š,κ)).(3.21)

So, then

M(Š,κ) = max
{
ð(Š,κ), ð(Š, IŠ), ð(κ, Iκ),

ð(Š, Iκ) + ð(κ, IŠ)

2
,

ð(κ, Iκ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)
,
ð(Š, IŠ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)

}
= max

{
ð(Š,κ), ð(Š, Š), ð(κ,κ),

ð(Š,κ) + ð(κ, Š)

2
,

ð(κ,κ)[1 + ð(Š, Š)]

1 + ð(Š,κ)
,
ð(Š, Š)[1 + ð(Š, Š)]

1 + ð(Š,κ)

}
= max

{
ð(Š,κ), 0, 0, ð(Š,κ), 0, 0,

}
= ð(Š,κ).

Similarly, we get N(Š,κ) = ð(Š,κ). Then from (3.21) can be written as

ϕ(ð(Š,κ)) = ϕ(ð(IŠ, Iκ)) ≤ ϕ(M(Š,κ))− ψ(N(Š,κ))
≤ ϕ(ð(Š,κ))− ψ(ð(Š,κ)),

yielding there by ψ(ð(Š,κ)) < 0, which is a contradiction to the condition Ψ2.
Hence Š = κ.
Case II: If (Š,κ) /∈ H then by I(Ǧ) is Hs-directed then ∃ z ∈ Ǧ such that (Š,G) ∈
H and (G,κ) ∈ H. Since H is I-closed InG will be related to InŠ i.e., (InG, InŠ =
Š) ∈ R for any n ∈ N0. Then by condition (v) of Theorem 3.1, for any n ∈ N0, we
have

(3.22)
ϕ(ð(InG, Š)) = ϕ(ð(InG, InŠ))

≤ ϕ(M(In−1Š, In−1Š))− ψ(N(In−1Š, In−1Š)).

Now,

M(In−1G, In−1Š) = max
{
ð(In−1G, In−1Š), ð(In−1G, IIn−1G), ð(In−1Š, IIn−1Š)

ð(In−1G, IIn−1Š) + ð(In−1Š, IIn−1G)

2
,

ð(In−1Š, IIn−1Š)[1 + ð(In−1G, IIn−1G)]

1 + ð(In−1G, In−1Š)
,

ð(In−1G, IIn−1G)[1 + ð(In−1G, IIn−1G)]

1 + ð(In−1G, In−1Š)

}
= max

{
ð(In−1G, Š), ð(In−1G, InG), ð(Š, Š)

ð(In−1G, Š) + ð(Š, InG)

2
,
ð(Š, Š)[1 + ð(In−1G, IIn−1G)]

1 + ð(In−1G, Š)
,
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ð(In−1G, InG)[1 + ð(In−1G, IInG)]

1 + ð(In−1G, Š)

}
= ð(In−1G, Š).

Similarly, for N(In−1G, In−1Š) = ð(In−1G, Š). Then (3.22) reduces to

ϕ(ð(In−1G, Š)) ≤ ϕ(ð(In−1G, Š))− ψ(ð(In−1G, Š)).(3.23)

Using Proposition 2.3 we have

ð(InG, Š) < ð(In−1G, Š).

Which amount to say that {ð(InG, Š)} is a decreasing of positive real numbers,
which is bounded below by 0, ∃ ς ≥ 0 such that

ð(InG, Š) = ς.

Our claim is that ς = 0, for that let on contrary that ς > 0 then taking upper limit
to the equation (3.23) we get

lim
n→0

supϕ(ð(InG, Š)) ≤ lim
n→0

supϕ(ð(In−1G, Š)) + lim
n→0

sup[−ψ(ð(In−1G, Š))]

≤ lim
n→0

supϕ(ð(In−1G, Š))− lim
n→0

inf ψ(ð(In−1G, Š))

by right continuity of ϕ we get

ϕ(ς) ≤ ϕ(ς)− lim
n→∞

inf ψ(ς)

which amounts to say that limn→∞ inf ψ(ς) ≤ 0, which is contradiction to the con-
dition Ψ2. Hence, limn→∞{ð(InG, Š)} = 0 means limn→∞ InG = Š. Analogously,
we can proved that limn→∞ InG = κ. Then by unicity of limit we have Š = κ.
Hence, I admits unique fixed point. □

On setting Y = Ǧ in Theorem 3.1, we deduce the following:

Corollary 3.3. Let (Ǧ, ð) be a DMS equipped with a binary relation H and I a
self-mapping on Ǧ. Suppose that the condition (ii), (iii), (v), (vi) together with
following conditions are satisfied:

(vii) : (Ǧ, ð) is H-complete,
(viii) : either I is H-sequentially-continuous or H is ð-self-closed.

Then I admits unique fixed point.

Corollary 3.4. If we replace the contractive condition of Theorem 3.1 and 3.2, by
the following condition

ϕ(ð(IŠ, Iκ)) ≤ ϕ(M(Š,κ))− ψ(M(Š,κ))
where

M(Š,κ) = max
{
ð(Š,κ), ð(Š, IŠ), ð(κ, Iκ),

ð(Š, Iκ) + ð(κ, IŠ)

2
,

ð(κ, Iκ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)
,
ð(Š, IŠ)[1 + ð(Š, IŠ)]

1 + ð(Š,κ)

}
,

for all ϕ ∈ Φ and ψ ∈ Ψ. Then I has a fixed point.
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Taking ϕ as identity mapping and ψ(t) = (1 − k)t for k ∈ (0, 1). We deduce
the several versions of our newly proved results in the context of metric, universal
relation and rational expression.

Remark 3.5. Under the setting of ð = p (i.e., partial metric), H = Ǧ × Ǧ in
Theorem 3.1 then our results deduce to Corollary 2.4 of Kumar et al. [17].

Remark 3.6. Under the setting of ð = p (i.e., partial metric), H = Ǧ × Ǧ and
replacing M(Š,κ) by N(Š,κ) in Theorem 3.1 then our results deduce to Corollary
2.5 of Kumar et al. [17].

4. Application to a fractional differential equation

Now we are going to find the solution of a fractional differential equation bound-
ary value problem by means of fixed point theorem. Let us consider the problem

Dα
0+u(Š) = λf(Š, u(Š)), 0 < Š < 1(4.1)

u(0) = u(1) = u′(0) = u′(1) = 0,(4.2)

where 3 < α ≤ 4, λ ∈ R+, f : [0, 1] × R → R is continuous and Dα
0+

denotes the

standard Riemann-Liouville fractional derivative. Define a relation H on Ǧ as

uHv ⇐⇒ u(Š) ≤ v(Š) ∀ u, v ∈ C[0, 1] and Š ∈ [0, 1].

In 2009, Xu et al. [23] transform the above boundary value problem in to an integral
equation, which as follows:

Lemma 4.1. Boundary value problem (4.1), (4.2) is analogous to the integral equa-
tion

u(Š) = λ

∫ 1

0
K(Š,κ)f(κ, u(κ))ðκ,(4.3)

where

K(Š,κ) =


(Š−κ)α−1+(1−κ)α−2Šα−2[(κ−Š)α−2(1−Š)κ]

Γ(α) , if 0 ≤ κ ≤ Š ≤ 1
(1−κ)α−2Šα−2[(κ−Š)α−2(1−Š)κ]

Γ(α) , if 0 ≤ Š ≤ κ ≤ 1.

To reduce the problem into more simpler one, Xu et al. [23] introduced another
lemma to bound the value of the kernel of the integral equation (4.3) as follows:

Lemma 4.2. For all Š,κ ∈ (0, 1), we have A1 ≤ K(Š,κ) ≤ A0, where A1 =
(α−2)κ2(1−κ)α−2Šα−2(1−Š)2

Γ(α) , A0 =
Šα−2(1−Š)α−2

Γ(α) B0 and B0 =

max{α− 1, (α− 2)2}.

Now for existence and uniqueness of the solution of boundary value problem we
have following theorem.

Theorem 4.3. Consider the boundary value problem (4.1), (4.2) and assume that
any of the following conditions hold:
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(i) ∃ a real number β with 0 ≤ β ≤ 1, such that

|f(κ, u(κ))− f(κ, v(κ))| ≤ β|f(κ, u(κ))| − β sup
0≤Š≤1

|u(Š)|

for all real valued continuous functions u(κ), v(κ) defined on [0, 1] and
λA1 ≥ 1.

(ii) ∃ a real number β with 0 ≤ β < 1, such that

|f(κ, u(κ))− f(κ, v(κ))| ≤ β|u(κ)− v(κ)|

for all real valued continuous functions u(κ), v(κ) defined on [0, 1] and
λA0 ≤ 1.

Then, the problem has a unique solution in C[0, 1].

Proof. We know that C[0, 1] with ð the supremum metric is complete DMS. Define
a selfmap I on C[0, 1] by

(Iu)(Š) = λ

∫ 1

0
K(Š,κ)f(κ, u(κ))ðκ,

for u ∈ C[0, 1] and Š ∈ [0, 1]. Then the fixed point of I is the solution of the
boundary value problem (4.1) and (4.2).
Now we will show that all the hypothesis of Theorem 3.1 and contractivity condition
of Corollary 3.4 are satisfied .
To prove that the relation H is I-closed, take u, v ∈ Ǧ such that uHv, i.e., By the
assumption, we have u0 = 0 ∈ C[0, 1] such that

0 = u(Š) = λ

∫ 1

0
K(Š,κ)f(κ, u(κ))ðκ,

≤ Iu0 = 0,

this implies that u0HIu0, implying thereby Ǧ(I,H) is non-empty.
Now we prove that the relation H to be I-closed, choose u, v ∈ C[0, 1] such that
uHv, then for v(t) ≥ u(t)

K(Š,κ)f(κ, u(κ)) ≤ K(Š,κ)f(κ, v(κ))∫ 1

0
K(Š,κ)f(κ, u(κ))ðκ ≤

∫ 1

0
K(Š,κ)f(κ, v(κ))ðκ

Iu(Š) ≤ Iv(Š),

implies that (Iu, Iv) ∈ H. Hence, H is I-closed. Firstly, assume that conditions (i)
holds. Then for v(t) ≥ u(t) we have

λK(Š,κ)|f(κ, u(κ))− f(κ, v(κ))|
≤ βλK(Š,κ)|f(κ, u(κ))| − βλK(Š,κ) sup

0≤Š≤1

|u(Š)|.
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So ∫ 1

0
λK(Š,κ)|f(κ, u(κ))− f(κ, v(κ))| ≤

∫ 1

0
βλK(Š,κ)|f(κ, u(κ))|

−
∫ 1

0
βλK(Š,κ) sup

0≤Š≤1

|u(Š)|ðκ.

=⇒
∫ 1

0
|λK(Š,κ)f(κ, u(κ))− λK(Š,κ)f(κ, v(κ))|

≤
∫ 1

0
βλK(Š,κ)|f(κ, u(κ))| −

∫ 1

0
βλKA1 sup

0≤Š≤1

|u(Š)|ðκ.

≤
∫ 1

0
βλK(Š,κ)|f(κ, u(κ))|ðκ − βλKA1|u(Š)|

≤
∫ 1

0
βλK(Š,κ)|f(κ, u(κ))|ðκ − β|u(Š)|

≤ β
∣∣ ∫ 1

0
λK(Š,κ)f(κ, u(κ))ðκ − u(Š)

∣∣.
Therefore, for any u, v ∈ C[0, 1] and Š ∈ [0, 1], we have(
|(Iu)(Š)− (Iv)(κ)|

)
= λ

∣∣∣ ∫ 1

0
K(Š,κ)f(κ, u(κ))ðκ −

∫ 1

0
K(Š,κ)f(κ, v(κ))ðκ

∣∣∣
≤ λ

∫ 1

0
K(Š,κ)|f(κ, u(κ))− f(κ, v(κ))|ðκ

≤ β
∣∣∣ ∫ 1

0
βλK(Š,κ)f(κ, u(κ))ðκ − u(Š)

∣∣∣
= β|(Tu)(Š)− u(Š)|.

So,
ð(Iu, Iv) ≤ βð(Iu, u) ≤M(u, v).

Similarly,
ð(Iu, Iv) ≤ βð(Iu, u) ≤ N(u, v).

Now, if we choose the condition (ii), then(
|(Iu)(Š)− (Iv)(Š)|

)
= λ

∣∣∣ ∫ 1

0
K(Š,κ)f(κ, u(κ))ðκ −

∫ 1

0
K(Š,κ)f(κ, v(κ))ðκ

∣∣∣
≤ λ

∫ 1

0
K(Š,κ)|f(κ, u(κ))ðκ − f(κ, v(κ))|ðκ

≤ λβA0

∫ 1

0
|u(κ)− u(Š)|

= λβA0ð(u, v)
≤ βð(u, v).

Therefore,

ð(Iu, Iv) ≤ βð(u, u) ≤M(u, v).
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Similarly,

ð(Iu, Iv) ≤ βð(u, u) ≤ N(u, v).

Then for u, v ∈ C[0, 1] and the assumption of (i) and (ii) we have

ϕ(ð(Iu, Iv)) ≤ ϕ(M(ð(u, v)))− ψ(M(ð(u, v))).(4.4)

Using Remark 2.4, we have

ϕ(ð(Iu, Iv)) ≤ ϕ(M(ð(u, v)))− ψ(N(ð(u, v))).(4.5)

For ϕ(t) = t and ψ(t) = (1 − β)t, equation (4.3) holds true. Then we can say that
I satisfy the contractive condition of the Theorem 3.1.

For H to be ð-self closed, consider {un} a H-preserving Cauchy sequence con-
verging to u ∈ C[0, 1]. As {un} is H- preserving, we have

u0(Š) ≤ u1(Š) ≤ u2(Š) ≤ · · · ≤ un(Š) ≤ Šn+1(Š) ≤ · · · ≤ u(Š) Š ∈ [0, 1],

then we have unHu ∀n ∈ N. Therefore, H is ð- self closed.
Hence, we verify that all conditions of Theorem 3.1 are satisfied. Hence I has a

fixed point, which amounts to say that the integral equation (4.3) has a solution.
Finally we can say that the fractional differential equations (4.1) & (4.2) have a
solution in C[0, 1]. □

Now we can give an example in support of Theorem 3.1.

Example 4.4. Suppose Ǧ = [0, 1] and define θ : Ǧ× Ǧ→ R+ by

θ(Š,κ) =

{
6Š if Š = κ
max{Š,κ}, elsewhere.

and define binary relation H by H = {(Š,κ) ∈ Ǧ2 : κ ≥ Š and κ < 1}, Then
(Ǧ, θ) is a metric-like space which is neither a partial metric space nor a metric
space. Also (Ǧ, θ) is a H-complete DMS. Take I : Ǧ→ Ǧ defined by

I(Š) =

{
Š
6 if Š ∈ [0, 1)

0, if Š = 1.

Then H is I-closed. Let {Šn} be an arbitrary sequence such that Šn
τθ−→ Š (for

some Š ∈ Ǧ), i.e., {Šn} is a sequence in [0, 1) such that Šn ≤ Šn+1 ∀ n with
limn→∞ θ(Šn, Š) = θ(Š, Š). Then for Š ∈ [0, 1) and

θ(IŠ, IŠ) = θ(
Š

6
,
Š

6
) = Š =

1

6
(θ(Š, Š))

=
1

6
( lim
n→∞

θ(Šn, Š))

=
1

6

(
lim
n→∞

({6Šn if Šn = κ
max{Šn,κ}, elsewhere.

))

= lim
n→∞

{
6 Šn

6 if Šn = κ
max{ Šn

6 ,
κ
6 }, elsewhere.
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= lim
n→∞

θ(IŠn, IŠ).

This shows that IŠn
τθ−→ IŠ and hence I is an H-sequentially-continuous. Now, for

any (Š,κ) ∈ Ǧ×Ǧ with (Š,κ) ∈ H, one can easily verify that 1
6θ(Š,κ) ≤M(Š,κ)

and 1
6θ(Š,κ) ≤ N(Š,κ), then we have

θ(IŠ, Iκ) = θ
(Š
6
,
κ
6

)
=

{
Š if Š = κ
max{ Š

6 ,
κ
6 }, elsewhere.

=
1

6

{
6Š if Š = κ
max{Š,κ}, elsewhere.

=
1

6
θ(Š,κ)

=
1

6
θ(Š,κ)−

[16 ]θ(Š,κ)
10

≤ M(Š,κ)− [N(Š,κ)]
10

ϕ(θ(T Š, Tκ)) ≤ ϕ(M(Š,κ))− ψ(N(Š,κ))

which implies that I satisfies the assumption (v) of Theorem 3.1 for ϕ(t) = t and

ψ(t) = [t]
10 . Consequently all the conditions of Theorem 3.1 are satisfied and hence

I has fixed point namely Š = 0. Further the fixed point is also unique.
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