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high level of expertise in the specific domain addressed by the fabricated informa-
tion. However, advances in artificial intelligence (AI) offer promising solutions for
detecting fake news articles on the web and, more specifically, on OSM platforms.
These AI techniques are critical in curbing the dissemination of FN by providing
tools that can analyze and discern the veracity of information across vast digital
landscapes. According to research by Shu et al.[25], it was found that the writing
style of fake news significantly diverges from that of authentic news articles. Fake
news is often crafted with the deliberate intent to mislead readers and create soci-
etal discord. To tackle this issue, numerous scholars have concentrated on analyzing
the writing styles of news content. They have proposed various linguistic features
as effective discriminators for identifying fake news[6, 9]. These features help dif-
ferentiate between genuine and fabricated news by examining the stylistic elements
unique to false information, thereby aiding in the detection and mitigation of fake
news spread. Linguistic and semantic analyses are instrumental in discerning the
patterns and structures inherent to news articles, enabling the extraction of pivotal
information from their text. As noted by Shu et al.[26], FN-related linguistic Fea-
tures in textual data can be analyzed at multiple levels, such as the word, sentence,
and overall content. Various methodologies are utilized to analyze text at the word
level, including Bag-of-Words, n-grams, Term Frequency (TF), TF-Inverse Docu-
ment Frequency (TF-IDF), and word embedding techniques[1, 19]. Sentence-level
features, such as Parts-of-Speech (POS) tags and sentence length, provide signifi-
cant insights based on the structure of sentences[4]. Moreover, efforts to delineate
content-level attributes from raw documents are essential in distinguishing FN, with
sentiment analysis identified by Dickerson et al. [7] as a particularly effective tool
for FN detection. These approaches enable a comprehensive examination of textual
content. Further, the use of Deep Learning (DL) methodologies has significantly im-
proved the ability to classify and analyze FN articles[13,14,31,33]. Approaches like
Recurrent Neural Networks (RNNs) and their extensions, such as Long Short-Term
Memory (LSTM) networks, are highly effective for analyzing text. These models are
commonly employed to model and replicate the dynamics between long sequences of
input and output data, providing enhanced proficiency in managing the intricacies
of textual information[10]. In this paper, a novel deep neural network model called
CBiAtFake is presented that is specifically intended to detect FN on OSM. The
model is built from several complex neural network layers where every layer repre-
sents a different characteristic of fake news. First, the text is processed by an input
layer, and then embedded into a numerical representation by an embedding layer,
and then a CBA network learns the effective contextual information in two direc-
tions. Finally, a dense layer incorporates auxiliary features and sets up the model
for FN classification. The CBA layer consisting of a Convolutional Neural Net-
work (CNN) layer, stacked Bidirectional LSTM (BiLSTM) and an attention layer
followed by the additional layer to incorporate handcrafted FN-related linguistic
features is the novel aspect of the proposed model, as it learns contextual informa-
tion regarding various forms of the input text both forwards and backward. The
significant findings that this article presents are as follows: 1) This paper investi-
gates the challenges of FN (Fake News) detection and establishes that deep learning
techniques generally outperform conventional machine learning techniques in terms



CBIATFAKE 925

of efficacy. 2) A new deep neural network, named CBiAtFake, is introduced for
FN classification. This model incorporates sophisticated layers such as pre-trained
embeddings and the CBA network, and it also leverages fake news-specific linguistic
features to enhance its predictive capabilities. 3) Through rigorous experimenta-
tion, it has been demonstrated that the model exceeds the performance of existing
state-of-the-art approaches by attaining an accuracy rate of 98.96% on the bench-
mark dataset. The structure of the rest of the paper is organized as follows: Section
2 reviews the relevant literature on machine learning and deep learning techniques
for FN detection. Section 3 outlines the methodology and functional aspects of the
CBiAtFake. The experimental setup and results analysis are detailed in Section 4,
followed by the conclusions in Section 5.

2. Related works

The detection of intentionally generated fake, misleading, and deceptive informa-
tion has emerged as a problem of great difficulty in the field of classical text clas-
sification[15]. Early works relied on conventional machine learning techniques, but
more recent research works have found that deep learning is more effective. Further-
more, previous literature emphasizes the critical relevance of extracting significant
text features from the content of articles for classification. Various researchers[2,3]
have revealed that diverse text characteristics in news articles are crucial in effec-
tively detecting fake news. Castillo et al.[4] studied various feature-based techniques
for assessing the trustworthiness of tweets. Study performed by Ott el al.[18] uti-
lized word count and Part-of-Speech (POS) tags as discriminating elements in a
dataset of opinion spam, obtaining an accuracy rate of 90%. Additionally, lexical
and syntactic attributes were scrutinized by researchers[5] in their efforts to detect
fake news and to devise methodologies for automated clickbait detection, ultimately
proposing a hybrid approach for the identification of misleading content. In related
work, Singh and his colleagues[27] examined the utility of the Linguistic Inquiry
Word Count (LIWC) lexicon in identifying fake news, adopting a Support Vector
Machine (SVM) classifier and reporting an accuracy of 87%. Moreover, Pe´rez-
Rosas et al. [21] have demonstrated that semantic information contained within
the LIWC lexicon effectively enhances the performance of classifiers across different
textual domains.

Ahmed et al. [1] developed an n-gram and ML-based method for FN detection,
evaluating two distinct feature extraction techniques. Their findings indicate that
the use of TF-IDF for text representation coupled with a Linear Support Vector
Machine (LSVM) yields effective results. Gravinis et al. [9] conducted comprehen-
sive research on various feature sets recommended for FN detection, employing a
range of ML based techniques and reported that the integration of word embeddings
and advanced linguistic feature, in conjunction with SVM and ensemble learning
strategies, yields a high level of classification accuracy. Sahoo and Gupta[23] in-
vestigated the utilization of various characteristics related to Facebook accounts to
analyze user behavior, employing both ML and deep learning methodologies. They
utilized an LSTM model that integrates features from user profiles and news ar-
ticles. This model was tested on a dataset comprising over 15,000 news articles
sourced from diverse Facebook accounts, yielding enhanced classification accuracy.
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Chaudhry and Arora[6] conducted thorough research into content-based features,
developing a robust set of features that encompass syntactic, sentiment, grammat-
ical, and readability aspects. The incorporation of these linguistic features into a
sequential neural network classification model led to a substantial improvement in
accuracy, illustrating the efficacy of their feature selection. Additionally, Jiang et al.
[11] explored a variety of machine-learning techniques for representing news text,
focusing on TF, TF-IDF, and word embedding methods. They proposed a stacking
approach to classify fake news, demonstrating that layered modeling strategies can
effectively enhance the accuracy. This approach leverages the strengths of different
representation techniques to optimize classification performance.

To construct a more accurate method for FN detection, a variety of researchers
have pursued sophisticated deep-learning approaches. Ma et al. [17] designed a
model using Recurrent Neural Networks (RNNs) aimed at deciphering concealed
representations that encapsulate the dynamic context of pertinent posts over time.
They argue that this RNN model is more effective than traditional rumor detec-
tion techniques that primarily depend on manually crafted features. In a separate
initiative, Yang et al. [33] introduced a novel approach using deep Convolutional
Neural Networks (CNNs) that merges both textual and visual features, broadening
the scope of FN detection. Additionally, Umer et al. [30] worked on stance detec-
tion and suggested a hybrid CNN-LSTM architecture that incorporates dimension
reduction technique, Principal Component Analysis (PCA). Further contributions
include the application of Capsule Neural Networks (CapsNet) for multitask learn-
ing, as discussed in studies [8,32]. Employing a combined strategy of CapsNet and
bidirectional LSTM, Sridhar, and Sanagavarapu [28] managed to achieve an impres-
sive 97.96% accuracy on Kaggle’s fake news dataset. Exploring different aspects of
FN detection, Ruchansky et al. [22] investigated the impact of user roles and their
interactions, alongside article text features. On another front, Kaliyar et al. [13]
utilized the pre-trained GloVe embedding method in their CNN-based networks to
effectively extract contextual features, achieving a remarkable accuracy of 98.36%
in their tests on Kaggle’s dataset. These pioneering methods are detailed in Table
1, showcasing the current cutting-edge techniques in FN detection and underscoring
the efficacy of various deep-learning methods.

The findings from previous research highlight that deep learning techniques are
reasonably effective for detecting fake news on OSM. Several studies have underlined
the importance of contextual analysis in distinguishing textual ambiguities to accu-
rately identify fake news. Prominent among these are efforts leveraging CNN and
LSTM networks, which have started to effectively utilize contextual data. Despite
these advancements, there are notable challenges that persist in current methodolo-
gies. One major limitation is the inability of existing models to adequately address
the multi-directional nature of context, which is crucial for understanding the full
scope of textual interactions. Moreover, there is a lack of sufficient attention on inte-
grating key linguistic features and embedding vectors which could enhance detection
capabilities. To address the aforementioned challenges, this article introduces a deep
learning-based model, CBiAtFake, for classifying fake news content. The proposed
model integrates a multi-layered architecture that includes CNN, BiLSTM, and at-
tention network. This design is aimed at enhancing the detection capabilities for
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Author Features/Embedding Model Dataset

Castillo et al. [4] Linguistic features ML Twitter data

Singh et al. [27] Linguistic features ML Kaggle fake news data

Ahmed et al. [1] n-gram TF-IDF ML ISOT

Gravinis et al. [9] Linguistic features ML, Ensemble UN Biased

Sahoo & Gupta [23] Content, social context, and profile features ML, LSTM Facebook data

Choudhary & Arora [6] Linguistic Features ML, LSTM Horne and Adali dataset

Jiang et al. [11] TF-IDF, word-embedding ML, Stacking ISOT

Ma et al. [17] Word-embedding RNN, LSTM Twitter, Weibo

Yang et al. [33] Linguistic Features CNN Kaggle fake news data

Umer et al. [30] Word embedding PCA, CNN-LSTM Facebook dataset

Goldani et al. [8] n-gram, word embedding Capsule Network ISOT, LIAR

Kaliyar et al. [13] GloVe Deep learning, CNN Kaggle fake news data

Sridhar & Sanagavarapu [28] Word embedding Deep learning, Capsule Network Kaggle fake news data

Table 1. Summary of different approaches for fake news detection

fake news by harnessing the strengths of each component. Additionally, the model
employs both pre-trained embeddings and a set of hand crafted linguistic features
to construct a more comprehensive and robust FN detection system.

3. Proposed fake news classification approach

3.1. Business Understanding.

(i) Problem Statement
A collection of text-based news articles posted by users on OSM platforms
has been extracted. The objective of the fake news classification problem
addressed in this research work is to classify each user post as either Fake
News (FN) or Non-Fake News (NFN).

(ii) Problem Solution Overview
Figure 1 illustrates the various components that make up the proposed Fake
news detection method. Before introducing the proposed model, we begin by
collecting and preprocessing the necessary data. Using the NLTK toolkit,
the preprocessing phase cleanses and normalizes the raw news text. Our
multilayered CBiAtFake model receives the fine-grained dataset as input.
Additionally, it employs a variety of hand-crafted linguistic features.

Figure 1. Components of the proposed fake news binary classifica-
tion model
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3.2. Dataset Understanding. The study utilized Kaggle’s Fake and Real News
dataset2, which provides a substantial and balanced repository of news articles
posted focusing 2016 presidential of U.S. This labeled dataset contains a total of
20,800 news stories with their titles, of which 10,540 are verified as legitimate and
10,260 as fake. The articles, all written in English, span a broad spectrum of subjects
from political and economic debates to sports and entertainment. This dataset is
widely used by the academic community to develop, train, and assess the efficacy
of various models tailored for fake news classification. Details regarding the dataset
are presented in Table 2.

Table 2. Kaggle’s Fake and Real News Dataset Description

Dataset Properties Value

Total No of News Instances 20800
NFN 10540
FN 10260
Type Political, Business, etc.
Attributes ID, title, author, text, label

3.3. Data Preparation. The process of preparing the dataset is considered essen-
tial for ensuring the accurateness and excellent performance of the proposed FN
detection model since it is necessary to correctly arrange and purify the data used
for training and testing. The data preparation phase continues with feature extrac-
tion, feature scaling, and the elimination of unnecessary features using correlation
analysis techniques.

3.3.1. Data Cleaning. Data preprocessing involves cleaning and transforming raw
data to make it appropriate for analysis. The first stage is tokenizing the body of
each article to create a corpus. Using the corpus, we can extract word character-
istics. After tokenizing each article, the NLTK3 program was used to perform the
following operations:

– Separated each article into fragments (removed all whitespace)
– Lowercased all words
– Eliminated punctuation marks and stop words
– Stemmed the text for standardization
– Lemmatized words for converting to their root form

3.3.2. Linguistic Features Extraction. Previous research [6,9] has demonstrated that
the incorporation of handcrafted linguistic features related to the contextual frame-
work of FN markedly enhances the efficacy of classifiers. This study delineates a
range of handcrafted linguistic attributes aimed at constructing an effective fake
news classification model. The inclusion of features encapsulating both contextual

2https://www.kaggle.com/competitions/fake-news/data
3https://www.nltk.org/
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and syntactic information notably augments the capabilities of the proposed CBi-
AtFake model, thereby improving its classification performance

Readability Features: Readability pertains to the ease with which a reader can
comprehend text, which is influenced by the complexity of the text’s vocabulary
and syntactic structure. Various readability indices, such as syllable counts, the au-
tomated reliability index, gunfire fog, and Flesch reading ease scores, are employed
to extract textual characteristics based on predefined readability criteria.

Grammatical Features: This study collects Part-of-Speech (POS) tags from news
articles, which serve as valuable indicators of the grammatical attributes of the
text. Fake news creators frequently utilize adjectives and adverbs in conjunction
with nouns to enhance the impact of their narratives. For experimental purposes,
grammatical features such as the number of nouns, pronouns, adjectives, and con-
junctions, along with the count of positive and negative words and average word
length, are extracted.

Sentiment Features: The identification of sentiment-driven features is crucial for
the development of effective fake news classification strategies. This research focuses
on two primary sentiment-related features: the subjectivity and polarity scores of
news articles. These parameters are instrumental in differentiating between factual
content and opinionated expressions within news articles.

The Linguistic Inquiry and Word Count (LIWC): Observations have indicated
that the selection of words by news creators can reveal insights into their person-
ality, thought processes, writing style, and interpersonal relationships. Building on
the framework proposed by Tausczik and Pennebaker [29], this paper conducts fea-
ture identification through psychological analysis of news articles. LIWC analysis is
utilized to categorize words into several psychological categories, such as social, cog-
nitive, personal, and emotional, facilitating a deeper understanding of the linguistic
patterns in fake news articles

3.3.3. Feature Scaling. It will be necessary to conduct feature scaling on the data to
deal with magnitudes that vary widely. Without scaling features, the classification
algorithm could be biased towards larger-magnitude features. The current study
utilizes the standard scalar approach for regulating the autonomy of data within a
predetermined range

3.4. The Proposed Model: CBiAtFake. CBiAtFake is a DL-based model de-
signed to address the constraints of existing methods for fake news classification.
Figure 2 depicts the comprehensive architecture of the CBiAtFake which comprises
five layers of sophisticated deep neural networks. The acquired data set is utilized
to train the model once it has been preprocessed. Before being transmitted to the
embedding layer, the input texts are tokenized and converted to their respective in-
put vectors. The two-dimensional output matrix generated by the embedding layer
using Glove has been taken as input by the CBA network, which consists of a CNN
layer, and stacked BiLSTM networks followed by an attention network. CNN layer
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extracts global features of the news text while the stacked BiLSTM produces con-
textual representations of FN from distinct directions. The output matrix is then
sent to the attention network so that the fake news-related terms receive the most
attention. The CBA network finally procedure, CBA vectors. Additionally, a num-
ber of shallow and deep auxiliary features are derived from four distinct categories
(discussed in section 3.3.2). All of this additional data is compiled into a feature
vector. To enrich the model, the language feature vector and the CBA vectors are
concatenated and forwarded to the dense layer. The output layer of the neural
network employing a sigmoid function classifies the input news as FN or NFN. The
subsequent sub-sections describe the function-specifics of CBiAtFake.

Figure 2. Layered Architecture of the CBiAtFake Model

3.4.1. Input Layer. The input layer performs tokenization on the preprocessed text
of a news article x of length w.x words. If the tokens were not already indexed
from the prior news article, they are added to a dictionary for further use. Each
token is then replaced with its index in the dictionary, resulting in a numeric vector
u representing the tokens. Depending on the length of the news article, the length
of u in news articles may also vary. Moreover, u is transformed to a padded vector
v of fixed length, |v| = p ≥ |u|, such that the total length of the input vectors
representing all the news articles remains constant at p. In v, u occupies the first
|u| positions, and (p−|u|) positions are padded with zeros. The resulting embedding
layer receives a vector of fixed length, v ∈ Rp.

3.4.2. Embedding Layer. Text embeddings represent words, phrases, or entire doc-
uments as dense vectors of real numbers. In text classification tasks, pre-trained
embedding techniques are applied to enhance the model’s performance on the big
dataset [20]. The news text in this study is embedded using Global Vectors for Word
Representation (GloVe), which performs the transformation by learning from the
context in which words appear. The GloVe model is based on the fundamental idea
of using statistics to study the relationships between words. It aggregates global
word co-occurrence matrices from a given corpus using an unsupervised learning
technique to produce word embeddings. Each value in this matrix represents a pair
of words that appear together frequently [34]. In order to implement the suggested
model, each token’s input vector is transformed into a dimension-d distributional
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vector representation. After that, this input vector is converted into an embedding
matrix I ∈ Rp×d, where a vector representing a token appears in each row.

3.4.3. CBA Network. A multilayer network known as the CBA, comprising CNN,
BiLSTM, and Attention layers, processes the matrix I and generates contextual
information about the fake news in the manner shown below.

CNN Layer: The Convolutional Neural Network (CNN) involves sliding a smaller
array known as a “kernel” or “filter” over the input data and conducting many
convolution operations on the input data to generate the transformed output known
as a feature map. The Convolutional layer primarily performs operations based on
a matrix resulting in an output after being subjected to an activation function [35].
When these network filters detect a specific type of feature at a specific spatial point
in the input, they exhibit learning behavior. Our proposed model comprises three
parallel convolutional layers, each employing a distinct size of kernel. The generation
of the global feature vector is performed in an appropriate manner. Rectified Linear
Unit (ReLU) is used as the activation function, and the pool size is configured to
three. A total of thirty-two filters are used to extract a rich set of features.

The convolution operation applied to the input matrix I by a convolutional layer
can be represented using the following equation:

(3.1) Fi = ReLU(Wi ∗ I + bi)

Where:

• Fi represents the feature map generated by the i-th filter.
• Wi represents the weight matrix of the i-th filter of the convolutional layer.
• bi is the bias term associated with the i-th filter.
• ReLU(x) = max(0, x) denotes the Rectified Linear Unit function.
• ∗ denotes the convolution operation.
• i = 1, 2, . . . , 32 since a total of 32 filters are utilized, each potentially with
a different kernel size as mentioned for the three parallel layers.

Regarding the three concurrent convolutional layers featuring varying kernel di-

mensions, output feature maps from each layer are denoted as F
(k)
1 , F

(k)
2 , and F

(k)
3 ,

where k indicates the kernel size. The max pooling operation with a maximum pool
size of 3 can be represented as:

(3.2) P
(k)
i = MaxPool(F

(k)
i , 3)

Stacked BiLSTM: The LSTM is a subtype of RNN. This model is capable of pre-
serving information for an extended time frame, enabling it to effectively manage
dependencies over the long term and alleviate the issue of vanishing gradients [10].
However, while LSTM can extract contextual sequences based on fake news from
news content, it only operates in one direction. Therefore, the proposed deep neu-
ral network implements a BiLSTM [24] layer that is stacked. It is composed of 128
units of LSTM organized into two levels. One layer is responsible for processing the
input sequence in the forward direction, while the second layer handles the opposite
direction. As a result, it manages long-term dependencies successfully and is able to
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extract contextual sequences based on fake news from the input news text in both
directions [12].

In this work, the output vector G produced by the CNN layer is passed onto
each LSTM layer independently. Both LSTM outputs, forward and backward, are

produced in the form of two hidden states h⃗f and h⃗b, which represent the forward
and reverse contextual sequences of the input news text, respectively:

(3.3) h⃗f = LSTMf (G, θf ),

(3.4) h⃗b = LSTMb(G, θb)

where LSTMf and LSTMb represent the LSTM layers for forward and backward
processing, with θf and θb being their respective parameters.

The preceding outputs are subjected to a dropout layer to prevent overfitting and
thereby improve generalization error. The resultant representations Vf produced by
this layer are transmitted to the attention layer:

(3.5) Vf = Dropout(⃗hf ⊕ h⃗b, r)

where r is the dropout rate, determining the proportion of features to randomly
drop out to prevent overfitting.

Finally, Vf is transmitted to an attention layer, which is designed to weigh the
importance of different words in the input sequence.
Attention Layer: A neural network-based method known as attention makes an
effort to derive the most significant information possible from the input data by
analyzing it in terms of the data’s semantics as a whole [16]. It is accomplished
by concentrating on terms in the input text that are essential to the context. An
attention mechanism at the word level is considered in this work. The attention
layer takes Vf as input and determines the relative importance of fake news-related
tokens.

First, a score is assigned to each token in the sequence to establish its significance.
This process is typically accomplished using a compact neural network or a basic
linear transformation, followed by a nonlinear function. The latent representation
yt is generated by the activation function (tanh) that receives as input the product
of Tw (trained weight matrix) and Vf (feature vector) plus bw (bias vector):

(3.6) yt = tanh(TwVf + bw)

The scores are then normalized across the sequence using a softmax function to
obtain the attention weights, denoted as a(t), based on the hidden representation
yt:

(3.7) a(t) =
exp(y(t))∑
t exp(y(t))

The computation of the CBA network vector sk for the source (news text) is
performed by Equation (3.8), which relies on the values of a(t) and Vf . This context
vector represents the input sequence with a focus on the important elements relevant
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to the task:

(3.8) sk =

t∑
i=1

atiVfi

3.4.4. Enhancement using Auxiliary Features. As discussed in section 3.3.2, there
are a few crucial fake news-related features that can provide an additional boost
to the proposed deep learning model if appropriately combined with the previous
layer. Therefore, we have manually crafted a total of 30 additional features that
can be categorized into four groups, including readability, grammar, sentiment, and
LIWC. Utilizing these auxiliary features yields a feature vector l ∈ Rd with d = 30.

3.4.5. Dense Layer. The CBA vector sk, produced through the CBA layer, is com-
bined with the FN-related extracted feature vector l through concatenation to form
the extended feature vector Cv, denoted as Cv = sk ⊕ l. The vector Cv is subse-
quently transmitted to the dense layer to set up the model for classification.

3.4.6. Output Layer. The model is trained using binary cross-entropy as the pre-
ferred loss function. The utilization of a sigmoid function is implemented in the
final layer to classify the result into two classes: fake news (FN) and non-fake news
(NFN).

4. Experimental setup and result evaluation

The evaluation study and results of CBiAtFake are presented in this section,
which consists of subsections such as evaluation metrics used, hyperparameter set-
tings, result analysis, ablation study, and analysis of the impacts of the various
parameters used in this study.

4.1. Evaluation Metrics. Four standard metrics are used to assess the efficacy of
the CBiAtFake model: F1 score, Accuracy, Recall, and Precision.

Accuracy: The quantification of correctly predicted outcomes relative to the total
number of cases being evaluated is known as accuracy.

(4.1) Accuracy =
TP + TN

TP+ TN+ FP + FN

Recall: Recall is the ratio of correctly identified positive cases to the total number
of positive instances.

(4.2) Recall =
TP

TP + FN

Precision: The computation involves determining the proportion of correctly pre-
dicted positive outcomes by the model relative to its total number of positive pre-
dictions.

(4.3) Precision =
TP

TP + FP

F1 Score: This coefficient assists in evaluating the model’s predictive efficacy
based on the results from both recall and precision.

(4.4) F1 score =
2 · Precision · Recall
Precision + Recall
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4.2. Hyperparameter Setting. Every deep-learning solution requires the opti-
mization of hyperparameters. We worked diligently on numerous hyperparameters
to enhance the efficacy of the model. The optimal list of variables for the CBiAtFake
model implementation is shown in Table 3.

Table 3. Optimized hyperparameters values used in the CBiAtFake model

Hyperparameter Value
Total Number of Layers 5
Dimension of GloVe embedding 300
Number of Neurons in BiLSTM Layer 128
Loss Function Binary cross entropy
Activation Function Sigmoid
Dropout 0.5
Learning Rate 0.1
Optimizer Adam
Epoch 15
Batch Size 30

4.3. Result Analysis. CBiAtFake is implemented in Python utilizing the Keras
library . The dataset has been split into two parts: 80% is designated for training,
and the remaining 20% is used for testing. In the evaluation of the model, a total
of eight baseline methods were taken into account. These methods encompassed
four traditional ML approaches, namely Naive Bayes, SVM, Decision Tree (DT),
and Random Forest. Additionally, four neural network models were included in
the evaluation, specifically Dense Neural Network (DNN), CNN, LSTM, and Gated
Recurrent Unit (GRU). The DNN is composed of three layers, each containing 64
neurons, CNN consists of 128 filters and a width of 3. Both the GRU and LSTM
networks consist of 128 units of neurons each.

The efficacy of various classifiers utilized in the experiment is summarized in
Table 4. Among the ML methods, the Naive Bayes algorithm demonstrated higher
efficiency with an accuracy rate of 88.90% while SVM produces the worst outcome
with a low accuracy of 66.73%. We have observed that traditional machine learning
techniques perform inadequately in FN detection.

Further, to analyze the efficacy of the neural model for FN detection, exten-
sive experiments are performed with the pre-trained word embedding technique
GloVe using the identical dataset. The classification accuracy of the GloVe-enabled
technique with DNN has marginally increased to 91.20% compared to baseline ML
techniques. CNN with 10 epochs yielded a test accuracy of 92.76% while The LSTM
model demonstrated a classification accuracy of 97.25% when trained for the same
number of epochs. GRU outperformed all other deep-learning-based models in the
experiment and achieved 98.20% testing accuracy. It has been observed that deriva-
tives of RNN, such as LSTM and GRU, perform well in fake news classification due
to their context-learning properties. Finally, the proposed CBiAtFake model is ex-
amined utilizing the GloVe embedding model. To optimize the performance of the
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model we have performed the hyperparameter tuning and obtained the optimal val-
ues for the different parameters as shown in Table 3. The analysis demonstrates
a training accuracy of 99.90% and a testing accuracy of 98.96% with 15 epochs.
Furthermore, it is important to highlight that the CBiAtFake model demonstrates
superior performance compared to other classifiers used in this study. This en-
hanced performance can be attributed to the model’s ability to learn text sequences
in a bidirectional manner and its incorporation of hand-crafted language features
related to fake news. Moreover, empirical evidence suggests that the CBiAtFake
model achieves a stable equilibrium in training, manifesting neither under-fitting
nor overfitting. Figures 3 and 4 display the accuracy and model loss over epochs
for CBiAtFake model, evaluated using both training and testing data.

Table 4. Classification results

Evaluation parameter Accuracy Precision Recall F1 score
Model
Näıve Bayes 88.90 88.10 87.50 88.40
Decision Tree 72.40 72.10 72.37 72.50
SVM 66.73 67.20 67.30 66.50
Random Forest 71.50 71.30 71.75 71.20
DNN 91.20 88.20 88.20 88.20
CNN 92.76 90.62 94.78 91.52
LSTM 98.10 97.30 98.71 97.61
GRU 98.20 97.98 98.42 98.18
CBiAtFake 98.96 98.88 99.06 98.85

Figure 3. Model accuracy and epoch
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Figure 4. Model loss and epoch

4.4. Ablation Study. An ablation study is performed to assess the impact of each
individual component within the CBiAtFake model on its overall performance. Ta-
ble 5 presents the findings of the investigation based on the F1 score values. It
can be observed that CBiAtFake consistently demonstrates excellent performance
compared to alternative options having a reduced number of components. The
CBA layer appears as the main component of the model and excluding the same
will drastically reduce the F1 score to 93.30%. Thus, the CBA layer serves a vital
part in extracting contextual information from the news text in multiple directions.
By excluding the auxiliary features from the CBiAtFake, the F1 score reduces to
98.35%. Therefore, the validation of the significance of our well-informed model
utilizing external features has been approved. The F1 score is diminished further
when the layered BiLSTM network is excluded. The utilization of sequence mod-
eling networks, such as RNN and LSTM, is prevalent in contemporary research.
Among these methods, the stacked BiLSTM stands out as one of the most criti-
cal elements in the acquisition of contextual sequences in both directions. In the
end, usage of the attention layer is accessed, and it has been observed that the
exclusion of this network lowers the overall F1 score to 98.20%. Thus, it can be
demonstrated that the attention layer is also an essential factor by emphasizing the
key fake news-related words.

4.5. Comparative Analysis of CBiAtFake. In this study, we examine the fol-
lowing state-of-the-art methods and compare them with the proposed CBiAtFake
model. These methods were assessed using an identical dataset.

(i) Ahmad et al. [1]: The method uses n-gram, TF-IDF, and word embedding
and uses various ML techniques for FN classification.

(ii) Singh et al. [27]: This paper uses linguistic features including LIWC, and
applied ML methods for fake news classification.
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Table 5. Ablation study of the CBiAtFake Model

Evaluation parameter F1 score
Without Attention layer 98.20
Without BiLSTM Stack layer 95.42
Without Aux. Features layer 98.35
Without CBA layer 93.30
With All layers 98.85

(iii) Kaliyar et al. [13]: Their research utilizes GloVe embedding in a deep CNN
network to construct a DL-based model for FN detection.

(iv) Chaudhry and Arora [6]: Their study employs various categories of linguistic
features for FN detection, including grammatical, reliability, syntactic, and
sentiment. These features are examined and evaluated with various ML and
DNN techniques that include the LSTM.

Table 6 presents a concise overview of the effectiveness of existing methods in com-
parison to the suggested CBiAtFake method. At first sight, it appears that deep
learning approaches outperform ML-based methods. CNN and RNN-based method-
ologies are quite useful for classifying fake news. When compared to the ML-based
technique [1, 4] demonstrates a considerable improvement in performance accu-
racy to 95.20%, indicating that linguistic features also serve a significant impact
in FN classification. In addition, the comparative analysis revealed that bidirec-
tional learning and attention to the context of fake news classification is more accu-
rate than the CNN-based method Kaliyar et al. [12] and the LSTM-based method
Choudhary and Arora [4]. Further, we observed that the GloVe model was beneficial
in extracting the context of words related to fake news during training, resulting in
greater accuracy. Overall CBiAtFake outperformed the state-of-the-art, achieving
an accuracy rate of 98.96%.

Table 6. Comparative analysis of CBiAtFake with existing state-
of-the-art

Author Features/Model Accuracy
Singh et al. [27] Linguistic Features, ML 87.00
Ahmed et al. [1] TF-IDF, word-embedding, ML 92.00
Choudhary & Arora [6] Linguistic Features, ML, LSTM 95.20
Kaliyar et al. [13] Pretrained embedding, Deep CNN 98.30
CBiAtFake GloVe, CNN, BiLSTM, Attention to FN-related words 98.96

5. Conclusion

The present study introduces a novel deep neural newtoek model CBiAtFake,
designed to detect FN on the OSM. The model comprises five distinct layers of
advanced DNN. The GloVe is employed for the purpose of generating the embed-
ding vector to represent the news text. The CBA network is responsible for the
acquisition of linguistic contextual information in both the forward and backward
direction of the input sequence. This is accomplished with the assistance of CNN
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followed by bidirectional LSTM and attention mechanism. Additionally, CBiAt-
Fake is enhanced by the extensive collection of manually crafted linguistic features
to make it well-informed. The CBiAtFake outperformed the current state-of-the-art
methods in the comprehensive experiments that we ran and achieved an accuracy of
98.96% in classifying FN. Its computation does not necessitate the use of high-end
hardware resources. The software can operate on a CPU that possesses a maximum
RAM capacity of 8 GB. This finding paves the way for future research paths that
will generalize CBiAtFake for use in other text classification problems, especially
those that do not have access to high-end hardware resources. Although CBiAt-
Fake is quite good at detecting fake news articles in English text, it does have some
limitations. For instance, the CBiAtFake model has not undergone evaluation for
the task of detecting fake news across multiple classes. Finally, its applicability to
multilingual or code-mixed data is an exciting area of future research.
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