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to the GS model. The discontinuous Galerkin finite element method was used to
obtain numerical solutions to the GS model by Satyvir [31].

The differential quadrature method (DQM) is a numerical approach used to ap-
proximate solutions to differential equations. It discretizes differential equations by
converting them into algebraic equations. The technique has been used in many
engineering challenges, including structural issues, reservoir modification, and free
vibration analysis [8, 10, 13]. DQM was first introduced by Bellman et al. [9] in
1972. Many researchers have used various types of DQMs to find weighting coeffi-
cients and solve linear and non-linear differential equations. Tamsir and Huntul [32]
introduced the cubic uniform algebraic trigonometric tension B-spline and a unified
extended spline to determine the weighting coefficients of Fisher’s reaction-diffusion
equation. Umar et al. [36] introduced the iterative approach to solve nonlinear
equations, while Garodia and Uddin [14] utilised it to solve delay differential equa-
tions. Bashan [4,5] presented a modified cubic B-spline technique to find numerical
solutions to the coupled Korteweg-de Vries (KdV) equation and used the quartic
B-spline approach to solve the Schrodinger equation. Ahmad et al. [1] used a lo-
cal meshless method to find solutions for regularized long wave, coupled Burger’s,
and Klein-Gordon equations numerically. Aliyi et al. [3] introduced the radial basis
function approach to solve the heat equation. The modified cubic B-spline tech-
nique was used by Yusuf et al. [35] to determine the weighting coefficients of the
modified Burger’s equation, and this method was also used by Bashan [6] to solve
the Kawahara equation. Hashmi et al. [18] used the cubic B-spline technique to de-
termine the numerical solutions to the Burger’s equation. The hyperbolic B-Spline
DQM was presented by Tamsir et al. [33] for solving 3D wave equations. Kaur
and Joshi [22] introduced a quintic hyperbolic B-spline method to evaluate the nu-
merical solutions of the coupled KdV equation. The cubic B-spline least squares
technique was used by Dag et al. [12] to solve the advection-diffusion equation.
The modified cubic B-spline and Lagrange interpolation methods were used by Ji-
wari [19] to numerically solve the hyperbolic partial differential equations. Korkmaz
and Dag [25] solved the advection-diffusion equation using quartic and quintic B-
spline techniques. Khatoon et al. [23] utilized the iterative method for generalized
α-Reich–Suzuki non-expansive mappings.

In this work, we studied a reaction-diffusion system in which we solved the Gray-
Scott model using the quintic B-spline differential quadrature method. The five-
band Thomas algorithm has been used to determine the weighting coefficients of the
differential quadrature approach. After applying this method, the given problem
was converted into a system of ordinary differential equations and solved using
the strong stability preserving fourth-order Runge-Kutta technique (SSP-RK43).
DQM can be applied to both linear and nonlinear problems, making it versatile for
various engineering and scientific applications. The rest of the paper is structured as
follows. First, we describe the differential quadrature method used in this study in
Section 2. In Section 3, we apply the method to the reaction-diffusion equation with
boundary conditions. In Section 4, we solved the Gray-Scott model and presented
the obtained solution both graphically and in tabular form. A conclusion is given
in the last Section.
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2. Quintic B-spline function

We consider a domain [f, g] partitioned by nodes zn such that f = z1 < z2 <
· · · < zN−1 < zN = g with the distance d = zn − zn−1 between consecutive nodes.
Let W (zn, t) be a given smooth function over the domain at each grid. The approx-
imation of the derivatives of W (zn, t) with respect to z at the nodes zn is

(2.1)
∂(j)W (zn, t)

∂z(j)
=

N∑
m=1

C(j)
nmW (zm, t), n = 1, 2, . . . , N.

here, j represents the order of the derivatives, and C
(j)
nm denotes the weighting

coefficients of the approximation. Let δi(z) be the quintic B-spline function with
nodes at points zn. The quintic B-spline basis function is defined as [7, 25,28]

(2.2) δi(z) =
1

d5



(z − zi−3)
5, z ∈ [zi−3, zi−2),

(z − zi−3)
5 − 6(z − zi−2)

5, z ∈ [zi−2, zi−1),

(z − zi−3)
5 − 6(z − zi−2)

5 + 15(z − zi−1)
5, z ∈ [zi−1, zi),

(zi+3 − z)5 − 6(zi+2 − z)5 + 15(zi+1 − z)5, z ∈ [zi, zi+1),

(zi+3 − z)5 − 6(zi+2 − z)5, z ∈ [zi+1, zi+2),

(zi+3 − z)5, z ∈ [zi+2, zi+3),

0, otherwise.

here δ−1, δ0, . . . , δN+2 form the basis for functions defined over [f, g]. Each quintic
B-spline encloses six nodes, so a total of six quintic B-splines enclose one node.
Non-zero values of δi(z) and the first four derivatives at the given nodes are sum-
marized in Table 1. Substituting each quintic B-spline function into the differential
quadrature method equation (2.1) for a fixed zn gives

∂(j)δi(zn)

∂z(j)
=

i+2∑
m=i−2

C(j)
n,mδi(zm),(2.3)

here i = −1, 0, . . . , N + 2 and n = 1, 2, . . . , N . Now, we can write equation (2.3) in
matrix notation for any zn in the domain [f, g] as given below:

(2.4)
δ−1,−3 δ−1,−2 δ−1,−1 δ−1,0 δ−1,1

δ0,−2 δ0,−1 δ0,0 δ0,1 δ0,2

. . . . . . . . . . . . . . . . . .

δN+1,N−1 δN+1,N δN+1,N+1 δN+1,N+2 δN+1,N+3

δN+2,N δN+2,N+1 δN+2,N+2 δN+2,N+3 δN+2,N+4


×A1 = ψ1,

here δn,m denotes δn(zm), A1 = [C
(j)
n,−3, C

(j)
n,−2, . . . , C

(j)
n,N+4]

T and ψ1 =
[∂(j)δ−1(zn)

∂z(j)
,

∂(j)δ0(zn)

∂z(j)
, . . . ,

∂(j)δN+2(zn)

∂z(j)

]T
.



800 ANISHA AND R. ROHILA

System (2.4) contains N+8 unknowns and N+4 equations. By adding four more
equations to the system, we obtain a unique solution.

∂(j+1)δ−1(zn)

∂z(j+1)
=

1∑
m=−3

C(j)
n,mδ−1(zm),(2.5)

∂(j+1)δ0(zn)

∂z(j+1)
=

2∑
m=−2

C(j)
n,mδ0(zm),(2.6)

∂(j+1)δN+1(zn)

∂z(j+1)
=

N+3∑
m=N−1

C(j)
n,mδN+1(zm),(2.7)

∂(j+1)δN+2(zn)

∂z(j+1)
=

N+4∑
m=N

C(j)
n,mδN+2(zm).(2.8)

After adding the above four equations, system (2.4) becomes R1 × A1 = ψ2, here
R1 =

δ−1,−3 δ−1,−2 δ−1,−1 δ−1,0 δ−1,1

δ
′
−1,−3 δ

′
−1,−2 δ

′
−1,−1 δ

′
−1,0 δ

′
−1,1

δ0,−2 δ0,−1 δ0,0 δ0,1 δ0,2

δ
′
0,−2 δ

′
0,−1 δ

′
0,0 δ

′
0,1 δ

′
0,2

. . . . . . . . . . . . . . . . . .
δN+1,N−1 δN+1,N δN+1,N+1 δN+1,N+2 δN+1,N+3

δ
′
N+1,N−1 δ

′
N+1,N δ

′
N+1,N+1 δ

′
N+1,N+2 δ

′
N+1,N+3

δN+2,N δN+2,N+1 δN+2,N+2 δN+2,N+3 δN+2,N+4

δ
′
N+2,N δ

′
N+2,N+1 δ

′
N+2,N+2 δ

′
N+2,N+3 δ

′
N+2,N+4


A1 = [C

(j)
n,−3, C

(j)
n,−2, . . . , C

(j)
n,N+3, C

(j)
n,N+4]

T and ψ2 =
[
∂(j)δ−1(zn)

∂z(j)
, ∂

(j+1)δ−1(zn)

∂z(j+1) , . . . ,

∂(j)δN+2(zn)

∂z(j)
,
∂(j+1)δN+2(zn)

∂z(j+1)

]T
.

We used the derivatives and values of the quintic B-spline at the nodes and

eliminated the terms C
(j)
n,−3, C

(j)
n,−2, C

(j)
n,N+3, and C

(j)
n,N+4 to obtain a five-banded

matrix of the form R2 ×A2 = ψ3. here

R2 =



37 82 21
8 33 18 1
1 26 66 26 1

. . . . . . . . . . . . . . .
1 26 66 26 1

1 18 33 8
21 82 37


A2 = [C

(j)
n,−1, C

(j)
n,0, . . . , C

(j)
n,N+1, C

(j)
n,N+2]

T and ψ3 = [λ−1, λ0, . . . , λN+1, λN+2]

λ−1 =
1

30

[
− 5δ

(j)
−1(zn) + δ

(j+1)
−1 (zn)d+ 40δ

(j)
0 (zn) + 8δ

(j+1)
0 (zn)d

]
,(2.9)

λ0 =
1

10

[
5δ

(j)
0 (zn)− δ

(j+1)
0 (zn)d

]
,(2.10)

λm = δ(j)m (zn), for m = 1, 2, 3, . . . , N − 1, N,(2.11)
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Table 1. δi(z) and its derivatives on nodes.

z zi−3 zi−2 zi−1 zi zi+1 zi+2 zi+3

δi(z) 0 1 26 66 26 1 0

δ
′
i(z) 0 5/d 50/d 0 −50/d −5/d 0

δ
′′
i (z) 0 20/d2 40/d2 −120/d2 40/d2 20/d2 0

λN+1 =
1

10

[
5δ

(j)
N+1(zn) + δ

(j+1)
N+1 (zn)d

]
,(2.12)

λN+1 =
1

10

[
5δ

(j)
N+1(zn) + δ

(j+1)
N+1 (zn)d

]
,(2.13)

We now choose j = 1 and n = 1 in equations (2.9)-(2.13) to approximate the
first-order derivatives at the grid point z1

λ−1 =
1

30

[
− 5δ

(1)
−1(z1) + δ

(2)
−1(z1)d+ 40δ

(1)
0 (z1) + 8δ

(2)
0 (z1)d

]
=

−109

2d
,

λ0 =
1

10

[
5δ

(1)
0 (z1)− δ

(2)
0 (z1)d

]
=

−29

d
,

λ1 = δ
(1)
1 (z1) = 0,

λ2 = δ
(1)
2 (z1) =

50

d
,

λ3 = δ
(1)
3 (z1) =

5

d
,

λN+1 =
1

10

[
5δ

(1)
N+1(z1) + δ

(2)
N+1(z1)d

]
= 0,

λN+2 =
1

30

[
40δ

(1)
N+1(z1)− 8δ

(2)
N+1(z1)d− 5δ

(1)
N+2(z1)− δ

(2)
N+2(z1)d

]
= 0.

We can write the above approximation in matrix form as:



37 82 21
8 33 18 1
1 26 66 26 1

...
...

...
...

...
1 26 66 26 1

1 18 33 8
21 82 37


×



C
(1)
1,−1

C
(1)
1,0

C
(1)
1,1
...

C
(1)
1,N

C
(1)
1,N+1

C
(1)
1,N+2


=



−109/2d
−29/d

0
50/d
5/d
0
...
0


Similarly, at grid points zp, 2 ≤ p ≤ N−1, for determining the weighting coefficients

C
(1)
p,m , m = −1, 0, . . . , N + 2, we obtain the following algebraic equation:
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37 82 21
8 33 18 1
1 26 66 26 1

...
...

...
...

...
1 26 66 26 1

1 18 33 8
21 82 37


×



C
(1)
p,−1
...

C
(1)
p,p−1

C
(1)
p,p

C
(1)
p,p+1
...

C
(1)
p,N+2


=



0
...

−5/d
−50/d

0
50/d
5/d
...
0


To determine weighting coefficients C

(1)
N,m at the grid point zN , we obtain an alge-

braic system as follows:



37 82 21
8 33 18 1
1 26 66 26 1

...
...

...
...

...
1 26 66 26 1

1 18 33 8
21 82 37


×



C
(1)
N,−1

C
(1)
N,0
...

C
(1)
N,N−1

C
(1)
N,N

C
(1)
N,N+1

C
(1)
N,N+2


=



0
...

−5/d
−50/d

0
29/d

109/2d


The pentadiagonal Thomas algorithm is used to solve the linear system R2 ×A2 =
ψ3, so that we can obtain second-order derivative approximations using the same
method.

3. Discretization of the Gray-Scott model

By applying the differential quadrature method to equation (1.1), we obtain the
following system:

(3.1)


dX(zn,t)

dt = b1
N∑

m=1
C

(2)
nmX(zm, t) + g1(Xn, Yn), n = 1, 2, ..., N.

dY (zn,t)
dt = b2

N∑
m=1

C
(2)
nmY (zm, t) + g2(Xn, Yn), n = 1, 2, ..., N.

with initial conditions

(3.2) X(zn, 0) = X0(zn) and Y (zn, 0) = Y0(zn), n = 1, 2, ..N

This system of ordinary differential equations, which provides numerical solutions
at different time levels, is solved by using the SSP-RK43 [17] scheme.

When the boundary conditions are given as the Neumann boundary condition,
we denote their values at the boundary as follows:

(3.3) Xz(f, t) = f1, Xz(g, t) = f2, Yz(f, t) = f3 and Yz(g, t) = f4,

Similarly, when the boundary conditions are in Dirichlet form, the conditions are

(3.4) X(f, t) = g1, X(g, t) = g2, Y (f, t) = g3 and Y (g, t) = g4,
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Using the differential quadrature technique, we discretized the conditions and de-
termined the values of X and Y at the end points as follows:

N∑
m=1

C
(1)
1mX(zm, t) = f1,(3.5)

N∑
m=1

C
(1)
NmX(zm, t) = f2,(3.6)

The equations (3.5) and (3.4) can be rewritten as

N−1∑
m=2

C
(1)
1mX(zm, t) + C

(1)
11 X(z1, t) + C

(1)
1NX(zN , t) = f1,(3.7)

N−1∑
m=2

C
(1)
NmX(zm, t) + C

(1)
N1X(z1, t) + C

(1)
NNX(zN , t) = f2,(3.8)

The values of X(z1, t) and X(zN , t) are determined from here. The Neumann con-
ditions corresponding to Y can be treated in a similar manner.

4. Results of Gray-Scott Model

The proposed technique has been used in this section to derive numerical solutions
to the Gray-Scott model. To check the accuracy, the error norm has been calculated
using the given formula

L∞ = ∥WN −W2N∥∞.
Here, WN and W2N represent the numerical solution with N and 2N grid points,
respectively.

We consider the Gray-Scott model [20,21] as follows:

(4.1)

{
∂X
∂t = α1

∂2X
∂z2

−XY 2 + a(1−X),

∂Y
∂t = α2

∂2Y
∂z2

+XY 2 − (a+ b)Y,

with the following initial and boundary conditions in (-50,50)

(4.2) X(z, 0) = 1− 1

2
sin100

(π(z − 50)

100

)
,

(4.3) Y (z, 0) =
1

4
sin100

(π(z − 50)

100

)
,

(4.4) X(−50, t) = X(50, t) = 1,

(4.5) Y (−50, t) = Y (50, t) = 0.

here, X denotes the activator concentration and Y denotes the inhibitor concentra-
tion. α1 and α2 are the diffusion rates for X and Y , respectively. a is the feed rate
of X, and b is the decay rate of Y . The calculated results are shown in the figures
at different values of a, b, α1, and α2.

(i) For our first experiment, we choose a = 0.064, b = 0.062, α1 = 1, and
α2 = 0.01. The Turing patterns are shown in Figure 1 at different time levels
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Figure 1. Turing patterns of Gray-Scott model for a = 0.064, b =
0.062, α1 = 1, and α2 = 0.01
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Figure 2. Turing patterns of Gray-Scott model for a = 0.02, b =
0.066, α1 = 1, and α2 = 0.01

t=250, 750, 1500, and 2250. In each figure, self-replicating patterns are observed.
The error norm has been computed and compared with those obtained by [21] in
Table 2. It is observed from the table that the proposed method giving good results.

(ii) For our second experiment, we choose a = 0.02, b = 0.066, α1 = 1, and
α2 = 0.01. At different time levels t =2150, 2250, 2350, and 2450, we observe
the progression of bifurcation in Figure 2. It can be seen from the figure that the
two solitary waves generated from the beginning split into four more waves and
separated with increasing time until an equilibrium position was achieved.

5. conclusion

In this article, we have proposed a quintic B-spline differential quadrature ap-
proach to find numerical solutions to the Gray-Scott model. The main purpose
of the differential quadrature method is to convert a partial differential equation
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Table 2. Comparison of error norm with a = 0.064, b = 0.062,
α1 = 1, and α2 = 0.01.

Method t X Y

Present 5 0.0015 0.0010
10 0.0037 0.0012

[21] 5 0.0026 0.0019
10 0.0049 0.0023

into an ordinary differential equation. To obtain the weighting coefficients of the
derivative approximations, linear algebraic systems have been solved. Using quin-
tic B-spline functions, the reaction-diffusion system is discretized in space, thus we
obtain an ordinary differential equation system. To solve the system of ordinary
differential equations, the SSP-RK43 technique has been applied. The error norm
has been compared with earlier work and reported in Table 2. It is concluded that
the proposed method is very effective for solving the Gray-Scott model.
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