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Kanzi and Nobakhtian [25] have derived Fritz–John and KKT-type necessary opti-
mality conditions for non-smooth SIPs with mixed constraints. Necessary optimal-
ity conditions for non-smooth generalized SIPs have been established by Kanzi and
Nobakhtian [26]. Furthermore, Kanzi and Nobakhtian [27] derived optimality con-
ditions for non-smooth SIPs. The strong KKT necessary and sufficient optimality
conditions for a nondifferentiable multiobjective semi-infinite optimization problem
have been tremendously discussed by Kanzi [28] under invexity assumptions.

Over the last two decades, robust optimization (abbreviated as, RO) has emerged
as a prominent and extensively studied approach in the fields of optimization and op-
erations research, particularly for decision-making under uncertain conditions. The
fundamental premise of robust optimization involves addressing situations where the
exact values of certain parameters are uncertain. To handle this uncertainty, RO
employs an “uncertainty set” that encompasses all potential realizations of these un-
certain parameters. Rather than relying on specific parameter values, the focus is on
finding a solution that remains feasible under any possible scenario within the un-
certainty set. The ultimate objective of RO is to achieve the best possible outcome
for a given objective function, considering the worst-case scenario within the uncer-
tainty set. In other words, the goal is to devise a solution that performs optimally
regardless of the specific realization of uncertain parameters. It has gained wide-
spread popularity across various domains, including engineering, finance, economics,
and healthcare, see, for example, [3, 6, 10, 13] and the references cited therein.

In the realm of mathematical optimization theory, the principle of duality asserts
that optimization problems can be approached from one of two perspectives: primal
or dual. By leveraging the dual problem associated with the primal problem, it is
often feasible to analytically determine the solution of the primal problem. More-
over, duality theory serves as a source of interesting interpretations, which can form
the basis of efficient and distributed solution methods. Furthermore, owing to the
intrinsic uncertainty inherent in real-world data, significant attention has been de-
voted to investigating optimization problems involving uncertain data. Optimality
conditions and duality theorems for robust semi-infinite multiobjective optimiza-
tion problems for smooth and non-smooth cases have been widely discussed by Lee
and Lee [31] and Pham [36], respectively. Tung [47] investigated constraint qualifi-
cations for semi-infinite multiobjective optimization with data uncertainty in both
the objective and constraints functions, as well as derived optimality criteria for
the considered problem under the assumption of generalized convexity. Constraint
qualifications and optimality criteria for non-smooth multiobjective semi-infinite op-
timization problems with data uncertainty are extensively discussed by Tung and
Duy [46]. Chuong [8] studied optimality and duality for robust multiobjective op-
timization problems. For further insights and comprehensive discussions regarding
optimality conditions and duality results within the framework of robust optimiza-
tion, we refer to [4, 5, 9, 21, 22, 23, 43], and the references cited therein.

In recent advancements in mathematical programming theory, the investigation
of optimization within manifold contexts has emerged as a highly interesting and
active field of research. Rapcsák [40] and Udriste [49] have contributed significantly
to the field of optimization by introducing a concept known as geodesic convex-
ity, which extends the concept of convexity to the context of manifolds. In this
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setting, the idea of a line segment is replaced by a geodesic, and the conventional
linear space is exchanged for a Riemannian manifold. A Riemannian manifold is
referred to as a Hadamard manifold if it is simply connected, geodesic complete,
and has a nonpositive sectional curvature throughout. Extending and generalizing
optimization techniques from Euclidean spaces to manifolds offer several impor-
tant benefits. Notably, this approach facilitates the convenient transformation of
numerous nonconvex optimization problems into convex optimization problems by
introducing appropriate Riemannian metrics (see [37, 38]). This transformation
simplifies the optimization process and makes use of well-established convex opti-
mization methods, which often lead to efficient solutions. Furthermore, adopting the
perspective of Riemannian geometry enables the conversion of several complex con-
strained mathematical optimization problems into unconstrained optimization prob-
lems. Certain mathematical programming problems exhibit substantial constraints
that inherently possess a relative interior, which can be understood and modeled as
Hadamard manifolds. For example, the set of symmetric positive definite matrices
S2 equipped with the metric given by the Hessian of the barrier −log det Z, the
positive orthant Rn

++ with the Dikin metric Z−2 = diag(1/z21 , 1/z22 , ..., 1/z2n), and
the cone C := {(σ,w) ∈ R1+n : σ > ‖w‖} endowed with the Hessian of the barrier
− ln(σ2−‖w‖2), are Hadamard manifolds (see, for instance, [39]). Recently, numer-
ous authors have expanded a wide range of exclusive concepts and intriguing ideas
of optimization from the context of Euclidean spaces to Riemannian and Hadamard
manifolds, see, for instance, [14, 15, 44, 45, 50, 51, 52, 53, 54, 56, 57, 58, 60] and the
references cited therein.

It is worthwhile to significant that in sharp contrast to Euclidean spaces, man-
ifolds, in general, are not equipped with a linear structure, though globally diffeo-
morphic. Consequently, despite being globally homeomorphic to Euclidean spaces,
the development of optimization methods within the framework of Hadamard man-
ifolds is accompanied by various challenges. For instance, in sharp contrast to the
Euclidean space setting, the concept of a unique line segment joining any two points
is not possible in the manifold setting. Additionally, on Hadamard manifolds, both
the exponential map and its inverse are nonlinear (see, for instance, [30]). There-
fore, several researchers have developed new techniques over the past few decades
to explore and solve optimization problems in manifold settings. For example, in
manifold settings, the notion of geodesic convexity is introduced, and the concept of
a unique minimal geodesic is employed to join any two points in the Hadamard man-
ifold. Furthermore, in order to overcome the nonlinearity of manifolds, the notions
of parallel transport and exponential on the tangent space of a Hadamard manifold
(which has a vector space structure) are used.

The primary motivation and objective for studying RNMSIP in the Hada-
mard manifold setting is fourfold. Firstly, it is worth mentioning that several in-
fluential real-life problems arising in the fields of engineering, statistics, and design
problems for instance, lapidary cutting problems (see, [62]), satistical design prob-
lems (see, [18]) can be modeled as a MSIP. The nonconvex constrained MSIP can
be appropriately converted into unconstrained and convex MSIP by leveraging the
structure of Hadamard manifolds (see, for instance, [37, 38]). Secondly, dealing with
uncertainty poses a significant challenge in multiobjective semi-infinite programming
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problems. To the best of our knowledge, no techniques, methods, or theories have
been developed to deal with MSIPs formulated in manifold setting that has data
uncertainty associated with them. Therefore, robust multiobjective semi-infinite
programming problems emerge as an evaluative and actively researched field, aim-
ing to provide solutions in the face of such uncertainties within the context of the
Hadamard manifold. Thirdly, it is widely acknowledged that non-smoothness is
prevalent in various real-life optimization problems. Nonsmooth optimization prob-
lems have been extensively studied in Hadamard manifolds (see [1, 59]). Concerning
robust MSIPs, it is crucial to recognize that the associated data is typically non-
smooth. To address this challenge, we explicitly account for the nonsmooth nature
of the data. Fourthly, there are several research papers available in the literature
that deal with the investigation of optimality criteria and duality results for multiob-
jective optimization problems, MSIPs, and SIPs, see, for instance, [8, 16, 27, 31, 46]
(for Euclidean spaces), [2, 48, 55, 59] (for Hadamard manifolds). However, it is
significant to observe that, optimality conditions and duality results for robust non-
smooth multiobjective semi-infinite programming problems on Hadamard manifolds
have not been explored yet. Our aim is to fill this particular research gap by deriving
necessary and sufficient optimality criteria for RNMSIP by employing the notions
of ACQ and geodesic convexity, respectively, and deriving several duality results for
the primal problem RNMSIP.

Motivated by the works of [8, 24, 27, 31, 46, 48, 59], in this paper, we consider
an uncertain non-smooth MSIP and its corresponding robust counterpart, namely,
a robust non-smooth MSIP on Hadamard manifolds. By employing ACQ, we derive
KKT-type necessary optimality criteria for a local robust weak Pareto solution and
a local robust Benson-proper solution of the problem RNMSIP in terms of Clarke
subdifferentials. Moreover, we establish robust sufficient optimality conditions under
the assumptions of geodesic convexity. Furthermore, we deduce Mond-Weir and
Wolfe type duality results for the primal problem RNMSIP. Numerous non-trivial
examples are furnished in the Hadamard manifold setting to demonstrate the validity
of the established result.

The novelty and contributions of the present paper are fivefold. Firstly, the es-
tablished results of this paper generalize the analogous results studied in [8, 24, 27,
31, 46] from the Euclidean space setting to the framework of Hadamard manifolds.
Secondly, the findings of this paper extend the corresponding findings derived in
[24, 27, 48, 59] in the domain of robust optimization. Thirdly, the outcomes in
this paper extend the analogous outcomes in [27] from single objective nonsmooth
SIPs to nonsmooth MSIPs within the framework of robust optimization. Fourthly,
the results derived in this paper extend the analogous results derived in [31] (con-
sidering data uncertainty in the Euclidean space setting), [48] (concerning the lack
of data uncertainty within the Hadamard manifold setting) from smooth MSIPs
to non-smooth MSIPs. Fifthly, our paper extends the results derived in [8] from
multiobjective optimization problems to MSIPs.

The paper is organized as follows: In Section 2, we revisit some fundamental
concepts and definitions which will be employed throughout the subsequent parts of
the paper. In Section 3, we consider UNMSIP and its robust counterpart, RNMSIP
on the Hadamard manifold setting. By employing the notions of ACQ and geodesic
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convexity, we establish the necessary and sufficient optimality criteria for RNMSIP.
In Section 4, we formulate Mond-Weir and Wolfe type dual models for the considered
problem and derive several duality results. In Section 5, we give our conclusions as
well as future research directions.

2. Notation and mathematical preliminaries

The conventional notation Rn represents the n-dimensional Euclidean space, while
the symbol N is employed to signify the set of all natural numbers. The standard
inner product on the Euclidean space Rn is represented by the symbol 〈·, ·〉. The
symbol ∅ is utilized to signify the empty set. Let γ and ν be two arbitrary elements
of Rn. We will employ the following notations in the sequel.

γ ≺ ν ⇐⇒ γk < νk, ∀k = 1, . . . , n.

γ � ν ⇐⇒

{
γk ≤ νk, ∀k = 1, . . . , n,

γs < νs, for at least one s ∈ {1, 2, . . . , n}.
We use γ ⊀ ν (respectively, γ ⪯̸ ν) to indicate the negation of γ ≺ ν (respectively,
γ � ν).
For any infinite set I, the symbol R|I|

+ represents the set of functions β : I → R+,
where these functions take positive values βi only at a finite number of points within
I and are equal to zero at all other points of I. For any arbitrary non-empty set
C ⊂ Rn, int C, clC, and coC will denote the topological interior, closure, and
convex hull of C, respectively. The cone and the convex cone (containing the origin)
generated by C ⊂ Rn are denoted by the symbols coneC and posC, respectively.
The negative and strictly negative polar cones of C(⊂ Rn) are denoted by the
symbols C≤ and C<, respectively, and are defined in the following way:

C≤ := {γ ∈ Rn : 〈γ, ν〉 ≤ 0, ∀ν ∈ C},

C< := {γ ∈ Rn : 〈γ, ν〉 < 0, ∀ν ∈ C}.
From the bipolar theorem, we have (C≤)≤ = cl(posC).

For n ∈ N, we use the notation H to represent n-dimensional smooth manifold.
For any z ∈ H , the tangent space at z is represented by the symbol TzH , which is a
linear space of dimension n. In the case of real manifolds, TzH is isomorphic to Rn.
On a smooth manifold H , the notation G , denotes the Riemannian metric which is a
2-tensor field, symmetric, and positive-definite. For any two elements p1, p2 ∈ TzH ,
the inner product of p1 and p2 is given by: 〈p1, p2〉z = Gz(p1, p2), where Gz represents
the Riemannian metric at the point z ∈ H . The norm associated with the inner
product 〈p1, p2〉z is represented by the symbol ‖ · ‖z. A smooth manifold endowed
with a Riemannian metric is termed a Riemannian manifold. For any u ∈ H and
ν ∈ TuH , Γu,ν be the geodesic, starting at the point u with velocity ν, and the
exponential map expu : TuH → H is defined as expu(ν) = Γu,ν(1).

A Riemannian manifold H is called geodesically complete, if the exponential map
expu(ν) is defined for all ν ∈ TuH and for any u ∈ H . A Riemannian manifold
is known as a Cartan-Hadamard manifold, or simply a Hadamard manifold, if it
satisfies the conditions of being complete, simply connected, and having nonpositive
sectional curvature everywhere. It is notable that, if H is a Hadamard manifold,
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then for any u ∈ H , the exponential map expu(ν) : TuH → H is a diffeomorphism,
and the inverse exponential map exp−1

u : H → TuH satisfying exp−1
u (u) = 0u.

Furthermore, for any element s ∈ H , there exists a unique minimal geodesic denoted
as Γu,s : [0, 1] → H , that satisfies the property Γu,s(µ) = expu(µ exp−1

u (s)). The
gradient of a differentiable function R : H → R, which is symbolized by the notation
grad R, is a vector field on H , and it is defined in such a way that dR(Z) =
〈grad R, Z〉 = Z(R), where Z is also a vector field on the manifold H . From now
onwards, unless explicitly stated otherwise, we will use the notation H to represent
a Hadamard manifold of dimension n (where n is a natural number).

For any u ∈ H , and C ⊂ TuH , the negative and strictly negative polar cone of
the set C are denoted by C≤ and C<, respectively, and are defined in the following
manner:

C≤ := {q ∈ TuH : 〈q, t〉u ≤ 0, ∀t ∈ C},

C< := {q ∈ TuH : 〈q, t〉u < 0, ∀t ∈ C}.
Now, we recall some fundamental definitions and results related to non-smooth anal-
ysis from [1, 48, 49, 59].

Definition 2.1. The real-valued function Θ : H → R is said to be locally Lipschitz
near z ∈ H with rank L > 0, if the following inequality is satisfied:

|Θ(γ)−Θ(ν)| ≤ L dis(γ, ν),

for any γ, ν, which are lying in the neighbourhood of z. If Θ is locally Lipschitz
near any point z ∈ H , then Θ is locally Lipschitz on H .

If Ψ : H ⇒ T℘H , ℘ ∈ H , is a set-valued map, then graph of Ψ is defined as
follows:

gphΨ := {(℘, z) ∈ H × T℘H | z ∈ Ψ(℘)}.

Definition 2.2. A set B ⊂ H is referred to as geodesic convex set in H , if for
every z, ℘ ∈ B, with z 6= ℘ and for any geodesic Γz,℘ : [0, 1] → H connecting the
points z and ℘, such that Γz,℘(µ) ∈ B, ∀µ ∈ [0, 1], where Γz,℘(µ) = expz(µ exp−1

z ℘).

The following definitions provide the notions of geodesic and strictly geodesic
convex functions in the framework of the Hadamard manifolds.

Definition 2.3. Let Θ : B → R be any real-valued locally Lipschitz function,
defined on the geodesic convex subset B of H . Then,

(1) Θ is said to be geodesic convex, provided the following inequality satisfied

Θ(exp℘(µ exp−1
℘ z)) ≤ µΘ(z) + (1− µ)Θ(℘),

for any z, ℘ ∈ B, µ ∈ [0, 1].
(2) Θ is said to be strictly geodesic convex provided the above inequality holds

strictly, for any z, ℘ ∈ B (z 6= ℘) and µ ∈ [0, 1].

The following definition gives the notion of a generalized directional derivative of
a real-valued locally Lipschitz function in the setting of Hadamard manifolds.
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Definition 2.4. Let z, ℘ ∈ H and Θ : H → R be real-valued locally Lipschitz
function. Then, the symbol Θ◦(℘; ν) represents the generalized directional derivative
of Θ at ℘ in the direction ν ∈ T℘H , is defined as follows:

Θ◦(℘; ν) = lim sup
z→℘,µ↓0

Θ
(
expzµ(d exp℘)exp−1

℘ zν
)
−Θ(z)

µ
,

where the differential of the exponential function at the point exp−1
℘ z is given by,

(d exp℘)exp−1
℘ z : Texp−1

℘ z(T℘H ) ' T℘H → TzH .

Remark 2.5. (1) By considering, 0℘ ∈ T℘H , we have

Θ◦(℘; ν) = (Θ ◦ exp℘)
◦(0℘, ν), (see, for instance, [20]).

(2) For a locally Lipschitz function Θ : H → R of rank L, and for an open
neighborhood Uz of z, we have the following assertion. (see, for instance,
[20])
For every ℘ ∈ Uz, the function ν 7→ Θ◦(℘; ν) is finite, positive homogeneous,
and subadditive on T℘H and satisfies the following property:

|Θ◦(℘; ν)| ≤ L‖ν‖℘, ∀ν ∈ T℘H .

(3) For a given geodesic convex function Θ : H → R, the symbol Θ′(℘; ν),
represents the directional derivative of Θ at ℘ in the direction ν ∈ T℘H and
is given by (see, for instance, [1])

Θ′(℘; ν) := lim
µ→0

Θ(exp℘ µν)−Θ(℘)

µ
.

Notably, if Θ is a geodesic convex, then Θ′(℘; ν) = Θ◦(℘; ν), ∀ν ∈ T℘H .

In the Hadamard manifold setting, the notion of the generalized gradient of a
real-valued locally Lipschitz function is represented by the following definition.

Definition 2.6. For a real-valued locally Lipschitz function Θ : H → R, the
generalized gradient (also known as the Clarke subdifferential) of Θ at ℘ ∈ H is a
subset of the tangent space T℘H , denoted by ∂CΘ(℘), is defined as follows:

∂CΘ(℘) := {ξ ∈ T℘H | Θ◦(℘; ν) ≥ 〈ξ, ν〉℘, ∀ν ∈ T℘H }.

Remark 2.7. For a geodesic convex function Θ : H → R, the subdifferential of Θ
at ℘ ∈ H is defined by (see, for instance, [1])

∂Θ(℘) : = {ξ ∈ T℘H : 〈ξ, exp−1
℘ x́〉℘ ≤ Θ(x́)−Θ(℘) ∀x́ ∈ H }

= {ξ ∈ T℘H : 〈ξ, ν〉℘ ≤ Θ′(℘; ν), ∀ν ∈ T℘H }.
Moreover, in the case, when Θ is geodesic convex, then ∂Θ(℘) = ∂CΘ(℘).

For a locally Lipschitz function, the following proposition from Barani [1] and
Hosseini and Pouryayevali [20], illustrates the relationship between the generalized
directional derivative and the generalized gradient, as well as presents the subdiffer-
ential rules in the framework of Hadamard manifolds.

Proposition 2.8. Let Θ1, Θ2 : H → R be real-valued functions which are locally
Lipschitz near the point ℘ ∈ H and ν ∈ T℘H . Then,
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(1) Θ◦(℘; ν) = maxξ∈∂Θ(℘)〈ξ, ν〉℘.
(2) ∂CΘ(℘) is non-empty geodesic convex, compact subset of T℘H and is upper

semi-continuous on H .
(3) ∂C(λΘ)(℘) = λ∂CΘ(℘) for λ ∈ R.
(4) ∂C(Θ1 +Θ2)(℘) ⊂ ∂CΘ1(℘) + ∂CΘ2(℘).
(5) If Θ has a local minima at the point ℘ ∈ H , then 0 ∈ ∂CΘ(℘).

The following definition of geodesic convexity in the notion of Clarke subdifferen-
tial is from [49, 59].

Definition 2.9. Let Θ : B → R be a real-valued locally Lipschitz function defined
on the geodesic convex subset B of H . Then, Θ is considered as a geodesic convex
function at the point ℘, if for each x́ ∈ B and ξ ∈ ∂CΘ(℘), the following inequality
holds:

Θ(x́)−Θ(℘) ≥ 〈ξ, exp−1
℘ x́〉℘.

Likewise, Θ is said to possess strictly geodesic convexity at the point ℘, if for every
x́ ∈ B, with x́ 6= ℘, such that Θ(x́) − Θ(℘) > 〈ξ, exp−1

℘ x́〉℘, holds true for every
ξ ∈ ∂CΘ(℘).

The following Lebourg’s mean value theorem in the setting of Hadamard manifolds
is from [20, 59].

Theorem 2.10 (Lebourg’s Mean Value Theorem). Let Θ : H → R be a real-valued
locally Lipschitz function. Then, for any pair of points x́, ℘ ∈ H , there are always
points t0 ∈ (0, 1) and z0 = Γ(t0), such that

Θ(℘)−Θ(x́) ∈ 〈∂CΘ(z0),Γ
′(t0)〉z0 ,

where Γ(µ) := exp℘(µexp−1
℘ x́) and µ ∈ [0, 1].

Remark 2.11. Let us consider the real-valued locally Lipschitz function Θ : TuH →
R defined on the tangent space TuH at the point u ∈ H . Then, for any pair of
points x́, ℘ ∈ TuH , there is a point z0 lies within the open line segment (x́, ℘) :=
{t0x́+ (1− t0)℘| 0 < t0 < 1}, such that Θ(℘)−Θ(x́) ∈ 〈∂CΘ(z0), ℘− x́〉z0 .

The existence of an isometry that establishes a correspondence between Rn and
an n-dimensional Euclidean space E is widely recognized. Unless explicitly stated
otherwise, the symbol E represents any n-dimensional Euclidean space.

The proof of the following theorems can be verified in a manner analogous to that
presented in the Euclidean space setting, see, for instance, [19, 41, 48, 59, 63].

Lemma 2.12. Consider an arbitrary collection of non-empty convex sets {Pi|i ∈ I}
in E. Let C be the convex cone generated by the union of this collection. Then, every
nonzero vector in C can be represented as a non-negative linear combination of n or
fewer linearly independent vectors, with each vector belonging to a distinct Pi in the
collection.

Lemma 2.13. Let us consider two arbitrary index sets I and J , which can be finite
or infinite. Further, let bi : I → E and bj : J → E be two maps that can be defined
in the following way:

bi = b(i) = (b1(i), . . . , bn(i)),
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bj = b(j) = (b1(j), . . . , bn(j)).

Moreover, if the set co{bi, i ∈ I}+pos{bj : j ∈ J} is closed, then we have the
following equivalent statements:
Statement I: The following inclusion is satisfied

−co{bi, i ∈ I} ∈ pos{bj : j ∈ J}.

Statement II : The following system

〈bi, x́〉 < 0, i ∈ I, I 6= ∅,
〈bj , x́〉 ≤ 0 j ∈ J ,

has no solution x́ ∈ E.

Lemma 2.14. For any non-empty set B ⊂ E, which is closed as well as convex,
then for any x /∈ B, there exists p ∈ E such that

〈p, x〉 > sup
b∈B

〈p, b〉.

3. Optimality conditions for robust nonsmooth multiobjective
semi-infinite programming problems

In this section, an uncertain non-smooth multiobjective semi-infinite program-
ming problem and its corresponding robust counterpart, namely, a robust non-
smooth multiobjective semi-infinite programming problem, are considered. More-
over, we derive Karush-Kuhn-Tucker type robust necessary optimality conditions
for RNMSIP by employing the Abadie constraint qualification. Furthermore, we
establish robust sufficient optimality conditions for RNMSIP under the assumptions
of geodesic convexity.

Now, we consider the following uncertain non-smooth multiobjective semi-infinite
programming problem:

UNMSIP: min Θ(z)

subject to hi(z, wi) ≤ 0, ∀i ∈ I,

where Θ(z) : H1 → Rr, is locally Lipschitz function and the constraint functions
hi : H1×Wi → R, i ∈ I are given and wi ∈ Wi ⊂ H2 are uncertain parameters. Here,
H1, H2 are Hadamard manifolds of dimensions n1 and n2, respectively (n1, n2 ∈ N).
The index set I is assumed to be non-empty and may be infinite. The uncertainty
mapping W : I ⇒ H2 can be defined as W (i) := Wi.

The associated robust counterpart for UNMSIP can be formulated in the following
manner:

RNMSIP: min Θ(z)

subject to hi(z, wi) ≤ 0, ∀wi ∈ Wi, ∀i ∈ I.
Let, the set F is containing all feasible elements of the problem RNMSIP, equiva-
lently,

F := {z ∈ H1| hi(z, wi) ≤ 0, ∀wi ∈ Wi, ∀i ∈ I},
and in the rest of this article, the set F is assumed to be non-empty.
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The following definition introduces the notions of local robust weak Pareto, local
robust Pareto, and local robust Benson-proper solutions for RNMSIP on Hadamard
manifolds.

Definition 3.1. Let z ∈ F . Then,
(1) z is said to be a local robust weak Pareto solution, provided there exists a

neighborhood Uz of z such that
Θ(z) ⊀ Θ(z),

for all z ∈ Uz ∩ F .
(2) z is said to be a local robust Pareto solution, if there exists a neighborhood

Uz of z such that
Θ(z) ⪯̸ Θ(z),

for all z ∈ Uz ∩ F .
(3) z is said to be a local robust Benson-proper solution, if there exists a neigh-

borhood Uz of z such that
clcone(Θ(Uz ∩ F) + Rr

+ −Θ(z)) ∩ (−Rr
+ \ {0}) = ∅.

Henceforth, we employ the notations LRWP(RNMSIP), LRP(RNMSIP), and
LRBP(RNMSIP) to represent the sets containing all local robust weak Pareto so-
lutions, local robust Pareto solutions, and local robust Benson-proper solutions,
respectively.

Remark 3.2. (1) If Uz = H1, then the term local in Definition 3.1 can be
omitted.

(2) From Definition 3.1, one has the following containments

LRBP(RNMSIP) ⊂ LRP(RNMSIP) ⊂ LRWP(RNMSIP).

As a result, the necessary conditions for the term on the right are also applicable
to the other terms and the sufficient conditions for the term on the left are also valid
for the other terms.

Before moving further, we will study the following sets which will be used in our
subsequent analysis.
For any z ∈ H1 and gphW = {(i, w) ∈ I × H2 : w ∈ W (i)}, we define

K(z) := {(i, w) ∈ gphW | hi(z, w) = 0}, H(z) := sup
(i,w)∈gphW

hi(z, w),

R(z) :=
⋃

(i,w)∈K(z) ∂
z
Chi(z, w),

where ∂z
Chi(z, w) denotes the Clarke’s subdifferential of hi(z, w) with respect to z.

Remark 3.3. (1) In the rest of this paper, we assume that the set K(z) is
always non-empty. If not, we can add an element (i′, w′) into gphW for
which hi′(z, w

′) is equivalent to 0 and one has R(z) = {0}. Consequently,
the condition R(z) 6= ∅ is excluded from our consideration.

The following definition from [29] represents the notion of the contingent cone for
a subset Υ in the framework of the Hadamard manifold.

Definition 3.4. Let Υ ⊂ H1 and z ∈ clΥ. Then, the contingent cone of Υ at the
point z is defined as follows:
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T (Υ, z) := {u ∈ TzH1 : ∃νj ↓ 0, ∃uj ∈ TzH1, uj → u, ∀j ∈ N, expz(νjuj) ∈ Υ}.

In the following definition, we introduce the notion of Abadie constraint qualifica-
tion at the feasible point of the problem RNMSIP in terms of Clarke subdifferential
within the framework of Hadamard manifolds.

Definition 3.5. Let, z ∈ F . Then, the Abadie constraint qualification is fulfilled
at z, provided the following inclusion satisfies:

(R(z))≤ ⊂ T (F , z).

In the following theorem, we establish KKT-type robust necessary conditions for
a local robust weak Pareto solution of the problem RNMSIP.

Theorem 3.6. Let z be a local robust weak Pareto solution for RNMSIP and the
set posR(z) is closed. Furthermore, if the ACQ is satisfied at z, then there exist
multipliers (αk)k ∈ Rr

+ \ {0}, (µl)l ∈ Rn
+, and (il, wl)l ∈ (gphW )n, such that

(3.1) 0 ∈
r∑

k=1

αk∂CΘk(z) +

n∑
l=1

µl∂
z
Chil(z, wl),

(3.2) µlhil(z, wl) = 0, ∀l = 1, 2, . . . , n.

Proof. To begin with, we define the set C(⊂ TzH1) as follows:

C := {v ∈ T (F , z) : Θ◦
k(z; v) < 0, ∀k ∈ {1, 2, . . . , r}}.

Now, our claim is to show that the set C is empty. Equivalently, the following system
does not possess any solution{

Θ◦
1(z; v) < 0, Θ◦

2(z; v) < 0, . . . ,Θ◦
r(z; v) < 0,

v ∈ T (F , z).

On the contrary, assume that C 6= ∅. Then, there exists v ∈ T (F , z), such that
Θ◦

1(z; v) < 0, Θ◦
2(z; v) < 0, . . . ,Θ◦

r(z; v) < 0. Since v ∈ T (F , z), there are sequences
τj ↓ 0, and vj → v, such that expz(τjvj) ∈ F . Now, for every k = 1, 2, . . . r, and
in light of Remark 2.11 there exists z′j ∈ (0, τjvj) and a′kj ∈ ∂C(Θk ◦ expz)(z

′
j) such

that

(3.3) Θk ◦ expz(τjvj)−Θk ◦ expz(0) = τj〈a′kj , vj〉z.
Let us define the set-valued mapping Φ : TνH1 ⇒ TνH1 as follows:

Φ(ν) := ∂C(Θk ◦ expν)(z)

The upper semi-continuity of the set-valued map Φ and taking into account the fact
that z′j → 0, one has a′kj → a′k ∈ Φ(0) = ∂C(Θk ◦ expz)(0). Moreover, from the
continuity property of the inner product, one has 〈a′kj , vj〉z → 〈a′k, v〉z. Furthermore,
we have

∂C(Θk ◦ expz)(0) = ∂CΘk(z),

(see, for instance, [20]). Since for each k = 1, 2, . . . , r, Θ◦
k(z; v) < 0, therefore from

Proposition 2.8, it follows that 〈a′k, v〉z < 0. Employing (3.3),

Θk ◦ expz(τjvj)−Θk ◦ expz(0) < 0,
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for sufficiently large j and for every k = 1, 2, . . . , r. Therefore, for sufficiently large
values of j, we have Θ(expz(τjvj)) ≺ Θ(z). Further, as, expz(τjvj) lies in the neigh-
borhood of z, this implies that z is not local robust weak Pareto solution for RNM-
SIP. This concludes the fact that the set C is empty. Moreover, from the satisfaction
of ACQ at z, it follows that the following system

(I)

{
Θ◦

1(z; v) < 0, Θ◦
2(z; v) < 0, . . . ,Θ◦

r(z; v) < 0,

v ∈ (R(z))≤,

has no solution.
Now, our claim is to show that there exist α1, α2, . . . , αr ≥ 0, not all zero such

that
r∑

k=1

αkΘ
◦
k(z; v) ≥ 0, ∀v ∈ (R(z))≤.

On contrary, suppose that for each k = 1, 2, . . . , r, there exist vk ∈ (R(z))≤,
such that

∑r
k=1 αkΘ

◦
k(z; vk) < 0, holds true for any α1, α2, . . . , αr ≥ 0. From

the convexity of the function Θ◦
k(z; v) with respect to v and for

∑r
k=1 αk = 1,

αk ≥ 0, k = 1, 2, . . . , r, we have

Θ◦
k

(
z;

r∑
k=1

αkvk

)
≤

r∑
k=1

αkΘ
◦
k(z; vk) < 0.

This implies together with the fact that the set (R(z))≤ is convex, one has
∑r

k=1 αkvk
is a solution of system (I).

Moreover, since 0 ∈ (R(z))≤ and
∑r

k=1 αkΘ
◦
k(z; 0) = 0, it follows that, for any

v ∈ TzH1, 0 is a minimizer of{ r∑
k=1

αkΘ
◦
k(z; v) + δ(R(z))≤(v)

}
,

where δ(R(z))≤ is the indicator function of (R(z))≤. Now, by employing Fermat’s
rule and sum rule, we have

0 ∈ ∂C

(
r∑

k=1

αkΘ
◦
k(z; ·) + δ(R(z))≤(·)

)
(0)

⊂ ∂C

(
r∑

k=1

αkΘ
◦
k(z; ·)

)
(0) + ∂Cδ(R(z))≤(·)(0),

Furthermore, it can be readily deduced that

∂C

(
r∑

k=1

αkΘ
◦
k(z; ·)

)
(0) =

r∑
k=1

αk∂CΘk(z),

∂Cδ(R(z))≤(0) = ((R(z))≤)≤.
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By invoking the bipolar theorem and the fact that posR(z) is closed, we have
∂Cδ(R(z))≤(0) = posR(z). Therefore we have

0 ∈
r∑

k=1

αk∂CΘk(z) + posR(z).

In view of Lemma 2.12, there exists an integer q ≤ n, (µl)l ∈ Rq
+, and (il, wl)l ∈

(R(z))q, such that

(3.4) 0 ∈
r∑

k=1

αk∂CΘk(z) +

q∑
l=1

µl∂
z
Chil(z, wl).

If q = n, then (3.1) and (3.2) hold, as (il, wl)l ∈ (R(z))q. Whenever, q < n, then by
adding some multipliers µq+1 = · · · = µn = 0, we get our desired result. □
Remark 3.7. (1) Theorem 3.6 extends Corollary 3.8 derived by Kanzi and

Nobakhtian [27] from single objective nonsmooth SIPs to the more general
optimization problems, namely, RNMSIP. In addition, Theorem 3.6 gener-
alizes Corollary 3.8 from the context of Euclidean spaces to the framework
of Hadamard manifolds.

(2) If H1 = Rn1 , then Theorem 3.6 extends Theorem 3.4 derived by Kanzi and
Nobakhtian [24] in the domain of robust optimization.

(3) Theorem 3.6 generalizes Theorem 3.1 derived in [46] from the framework of
Hadamard manifolds to the setting of Euclidean space.

(4) If H1 = Rn1 , then Theorem 3.6 generalizes Theorem 1 derived in [31] from
smooth MSIPs to nonsmooth MSIPs.

(5) Theorem 3.6 extends Theorem 3.3 derived in [8] from multiobjective opti-
mization problems to MSIPs and generalizes it from Euclidean spaces to
Hadamard manifolds.

(6) In the Hadamard manifold setting, Theorem 3.6 extends Proposition 3.3
in [48] from smooth MSIPs to nonsmooth MSIPs. Moreover, Theorem 3.6
extends Proposition 3.3 derived in [48] in the domain of robust optimization.

(7) In the Hadamard manifold setting, Theorem 3.6 extends Theorem 3.5 de-
duced in [59] from nonsmooth MSIPs to more general optimization problems,
namely, RNMSIP.

To highlight the importance of the results derived in Theorem 3.6, we provide the
following example on the cone of symmetric positive definite matrices of order 2×2.

Example 3.8. Let S2 and P2
+(⊂ S2) denote the set of all symmetric matrices and

the set of all symmetric positive definite matrices, respectively. For any matrix Z,
the notation trace(Z) denotes the trace of the matrix Z. From [12], it follows that
P2

+ is a Riemannian manifold endowed with the Riemannian metric

〈A1,A2〉Z := trace (A2Z−1A1Z−1), Z ∈ P2
+, A1, A2 ∈ TZP2

+.

Moreover, from [12], it follows that P2
+ is a Hadamard manifold with TZP2

+ = S2.
Let Z1, Z2 be two arbitrary elements of P2

+ and A ∈ TZP2
+. Then, the exponential

map expZ1
(A) : TZ1P

2
+ → P2

+ is given by:

(3.5) expZ1
(A) = Z1/2

1 Exp
(
Z−1/2
1 AZ−1/2

1

)
Z1/2,
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where Exp : P2
+ → P2

+ is the usual exponential on P2
+ and the corresponding

inverse exponential map exp−1
Z1

: P2
+ → TZ1P

2
+ is given by:

(3.6) exp−1
Z1

(Z2) = Z1/2
1 Log

(
Z−1/2
1 Z2Z−1/2

1

)
Z1/2
1 ,

where Log : P2
+ → S2 is the usual logarithm on P2

+ (see, for instance, [33]).
For any real valued function H : P2

+ → R, the Riemannian gradient is given by:

grad(H (Z)) = ZH ′(Z)Z,

for any Z ∈ P2
+, where H ′(Z) denotes the Euclidean gradient of the function H

at Z (see, for instance, [12]).
Let Θ : P2

+ → R2 be defined by

Θ(Z) = (Θ1(Z), Θ2(Z)) = (− ln det Z, − ln z1 − ln z4).

Let I = [0, 1], W◦ = [0, π2 ], W 1
3
= [−1, 0], W 1

2
= [0, 1], W1 = [0, π2 ], Wi = [12 , i], i ∈

I \ {0, 13 ,
1
2 , 1}, and hi : P2

+ × Wi → R be defined by

hi(Z, w) =



|z4|+ sinw − 2 if (i, w) ∈ gphW and i = 0,

− ln(z2 + 1) + w if (i, w) ∈ gphW and i = 1
3 ,

ln(z2 + 1)− w if (i, w) ∈ gphW and i = 1
2 ,

|z1| − cosw − 1 if (i, w) ∈ gphW and i = 1,

wz22 if (i, w) ∈ gphW and i ∈ [0, 1] \ {0, 13 ,
1
2 , 1},

where, Z =

[
z1 z2
z2 z4

]
. Now, it can be verified that

F :=

{[
z1 0
0 z4

]
: 0 < z1 ≤ 1, 0 < z4 ≤ 1

}
.

The feasible element Z =

[
1 0
0 1

]
is a local robust weak Pareto solution. Now, one

can show that (R(Z))≤ =

{[
z1 0
0 z4

]
: z1 ≤ 0, z4 ≤ 0

}
and

T (Z,F) =

{[
z1 0
0 z4

]
: z1 ≤ 0, z4 ≤ 0

}
= (R(Z))≤.

Therefore, ACQ holds at Z. On the other hand

pos(R(Z)) =

{[
a b
b d

]
: a, d ≥ 0, b ∈ R

}
,

which a closed set in S2. Moreover,

∂CΘ1(Z) =

{[
−1 0
0 −1

]}
, ∂CΘ2(Z) =

{[
−1 0
0 −1

]}
,

∂z
Ch0(Z,

π

2
) =

{[
0 0
0 1

]}
, ∂z

Ch 1
3
(Z, 0) =

{[
0 −1
−1 0

]}
,



OPTIMALITY CONDITIONS AND DUALITY FOR RNMSIP 181

∂z
Ch 1

2
(Z, 0) =

{[
0 1
1 0

]}
, ∂z

Ch1(Z,
π

2
) =

{[
1 0
0 0

]}
,

∂z
Chi(Z, w) =

{[
0 0
0 0

]}
, (i, w) ∈ gphW , i ∈ [0, 1] \ {0, 1

3
,
1

2
, 1}.

For choosing α1 = 1
2 = α2 and µl = 1, for all l = 0, 1, . . . , 4, one has the following

inclusion:

0 ∈
2∑

k=1

αk∂CΘk(Z) + µ0∂
z
Ch0(Z,

π

2
)

+ µ1∂
z
Ch 1

3
(Z, 0) + µ2∂

z
Ch 1

2
(Z, 0) + µ3∂

z
Ch1(Z,

π

2
) + µ4∂

z
Chi(Z, w),

and
µlhil(Z, wl) = 0, ∀l = 0, 1, . . . , 4,

which are the outcomes of Theorem 3.6.

Remark 3.9. From Example 3.4 in Souza [42], it follows that the function Θ1(Z) =
− ln detZ (see, Example 3.8) is not locally Lipzchitz with respect to the Euclidean
metric 〈·, ·〉. However, the aforementioned function Θ1(Z) is locally Lipschitz with
respect to the Riemannian metric 〈·, ·〉Z (see, Example 3.8). Taking into account
this observation, it follows that the outcomes obtained in this paper are more general
in comparison to the Euclidean space setting (see, for instance, [8, 24, 27, 31, 46]).

The following example demonstrates that the satisfaction of ACQ is sufficient but
not necessary for the existence of KKT multipliers.

Example 3.10. Consider H1 = {w ∈ R2 : z1, z2 > 0}. Then from [40, 48], H1 is a
Riemannian manifold with the metric

〈ξ1, ξ2〉z = 〈G (z)ξ1, ξ2〉 ∀ξ1, ξ2 ∈ TzH1 = R2,

where

G (z) =

[
1
z21

0

0 1
z22

]
,

and 〈·, ·〉 is standard inner product on R2. The sectional curvature of H1 is 0 and
H1 is a Hadamard manifold (see, for instance, [40, 48]). The Riemannian distance
between any two points x = (x1, x2) and z = (z1, z2) is given by:

dis(x, z) =
∥∥∥( ln x1

z1
, ln

x2
z2

)∥∥∥.
For any z ∈ H1 and p ∈ TzH1, the exponential map expz : TzH1 → H1 is deter-
mined in the following way (see, for instance, [40, 48])

expz(p) =
(
z1e

p1
z1 , z2e

p2
z2

)
, p ∈ TzH1.

Moreover, exp−1
z : H1 → TzH1 is given by:

exp−1
z (x) =

(
z1 ln

x1
z1

, z2 ln
x2
x2

)
.
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Moreover, let I = [0, 1], and Wi = [0, i](⊆ R) and the function Θ : H1 → R2 is
defined as follows:

Θ(z) = (Θ1(z), Θ2(z)) =
(
−z1
e2

,
z1
e2

)
.

Further, hi : H1 × Wi → R be defined by

hi(z, w) = (z1 − e)2 + (z2 − e)2 − 2iw.

Clearly the feasible set of this problem is a singleton set, given by F = {(e, e)} and
hence, z = (e, e) is the unique local robust weak Pareto solution of this problem.
Moreover,

∂CΘ1(z) = {(−1, 0)}, ∂CΘ2(z) = {(1, 0)}, ∂z
Chil(z, wl) = {(0, 0)},

for all (il, wl) ∈ K(z), T (F , z) = {(0, 0)}, R(z) = {(0, 0)}. Hence posR(z) is a
closed set. However (R(z))≤ = R2 ⊈ T (F , z). Therefore, ACQ is not satisfied at z.
Now, let α1 =

1
2 = α2, µ ≥ 0 such that

0 ∈
2∑

k=1

αk∂CΘk(z) + µ∂z
Chil(z, wl).

Therefore, from this interesting example, one can observe that it is possible to find
KKT multipliers that satisfy the conclusions of the Theorem 3.6, while, the ACQ
is not satisfied at z. Therefore, we can conclude that the satisfaction of ACQ need
not be necessary for the existence of KKT multipliers.

The following theorem elucidates that under certain mild assumptions, the KKT
conditions derived in Theorem 3.6 will be transformed into strong KKT conditions
for the robust Benson-proper solution of the problem RNMSIP.

Theorem 3.11. Let z be a local robust Benson-proper solution at which the ACQ is
satisfied and posR(z) is a closed set. Moreover, assume that Θ′

k(z, v) exists for each
k = 1, 2, . . . , r and Θ′

k(z; v) = Θ◦
k(z; v). Then, in conclusion there exist multipliers

(αk)k ∈ int Rr
+, (µl)l ∈ Rn

+, and (il, wl)l ∈ (gphW )n, such that

(3.7) 0 ∈
r∑

k=1

αk∂CΘk(z) +
n∑

l=1

µl∂
z
Chil(z, wl),

(3.8) µlhil(z, wl) = 0, ∀l = 1, 2, . . . , n.

Proof. Since z is a local robust Benson-proper solution, then according to the Defi-
nition 3.1, there exists a neighborhood Uz of z, such that

(3.9) clcone(Θ(Uz ∩ F) + Rr
+ −Θ(z)) ∩ (−Rr

+ \ {0}) = ∅.

Now, for each k = 1, 2, . . . , r, we assert that the following system has no solution

(II)


Θ◦

k(z; v) < 0,

Θ◦
t (z; v) ≤ 0 for all t 6= k

v ∈ T (F , z).
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When, k = 1, in a similar manner, one can show that there is no solution for the
system (II). Now, for k > 1, suppose that there exists v ∈ T (F , z) for which the
system (II) has a solution.

For setting
a := (Θ◦

1(z; v),Θ
◦
2(z; v), . . . ,Θ

◦
r(z; v)),

one can observe that a ∈ −Rr
+ \ {0}. Moreover, as v ∈ T (F , z), there exist τj ↓ 0,

and vj → v such that expz(τjvj) ∈ F for all j ∈ N. Further, from the hypothesis
Θ′

k(z, v) = Θ◦
k(z; v)(k = 1, 2, . . . , r), it follows that

lim
j→∞

(Θ ◦ expz(τjv)−Θ(z))

τj
= a.

Now,

(3.10)
lim
j→∞

(Θ ◦ expz(τjvj)−Θ(z))

τj
= lim

j→∞

(Θ ◦ expz(τjvj)−Θ ◦ expz(τjv))

τj

+ lim
j→∞

(Θ ◦ expz(τjv)−Θ(z))

τj
.

From the Lipschitzness condition of the function Θ◦expz, there exists a L > 0, such
that ∥∥∥(Θ ◦ expz(τjvj)−Θ ◦ expz(τjv))

τj

∥∥∥ ≤ L ‖vj − v‖.

The above inequality together with the convergence of vj to v, it follows that

lim
j→∞

(Θ ◦ expz(τjvj)−Θ ◦ expz(τjv))

τj
= 0.

Therefore, from (3.10), we have

lim
j→∞

(Θ ◦ expz(τjvj)−Θ(z))

τj
= a.

This shows that,

a ∈ clcone(Θ(Uz ∩ F) + Rr
+ −Θ(z)) ∩ (−Rr

+ \ {0}),
which contradicts to equation (3.9). Therefore, the system (II) does not possess any
solution. Moreover, the satisfaction of ACQ at z ensures that for each k = 1, 2, . . . , r,
there does not exist any v ∈ (R(z))≤ such that Θ◦

k(z; v) < 0, and Θ◦
t (z; v) ≤ 0 for

all t 6= k. Therefore, from Lemma 2.13, there exist λ1t ≥ 0 for all t 6= k such that

Θ◦
k(z; v) +

∑
t∈{1,2,...,r}\{k}

λ1tΘ
◦
t (z; v) ≥ 0, ∀v ∈ (R(z))≤.

By summing over the values of k from 1 to r and defining

αk = 1 +
∑

t∈{1,2,...,r}\{k}

λ1t > 0,

we have
r∑

k=1

αkΘ
◦
k(z; v) ≥ 0, ∀v ∈ (R(z))≤.
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The remaining steps of the proof proceed in a similar fashion to those presented in
Theorem 3.6. □

Remark 3.12. (1) Theorem 3.11 extends Theorem 3.2 derived in [46] from the
context of Euclidean space to the framework of Hadamard manifolds.

In the following definition, we introduce the notions of geodesic and strictly geo-
desic convex functions for the pair of functions (Θ, h) in the framework of Hadamard
manifolds.

Definition 3.13. Let, z ∈ F . Then,
(i) (Θ, h) is said to possess geodesic convexity at z, if for any z ∈ H1; ξk ∈ ∂CΘk(z),
for k = 1, 2, . . . , r; (il, wl) ∈ gphW , ηl ∈ ∂z

Chil , for l = 1, 2, . . . , n; such that{
Θk(z)−Θk(z) ≥ 〈ξk, exp−1

z z〉z, k = 1, 2, . . . , r,

hil(z, wl)− hil(z, wl) ≥ 〈ηl, exp−1
z z〉z, l = 1, 2, . . . , n.

(ii) (Θ, h) is said to possess strictly geodesic convexity at z, if for any z ∈ H1 \
{z}; ξk ∈ ∂CΘk(z), for k = 1, 2, . . . , r; (il, wl) ∈ gphW , ηl ∈ ∂z

Chil , for l =
1, 2, . . . , n; such that{

Θk(z)−Θk(z) > 〈ξk, exp−1
z z〉z, k = 1, 2, . . . , r,

hil(z, wl)− hil(z, wl) ≥ 〈ηl, exp−1
z z〉z, l = 1, 2, . . . , n.

In the following theorem, we establish sufficient conditions for the existence of a
global robust weak Pareto solution and a global robust Pareto solution for RNMSIP
under the assumptions of geodesic convexity of the pair of functions (Θ, h).

Theorem 3.14. Let z ∈ F and there exist multipliers (αk)k ∈ Rr
+, (µl)l ∈ Rn

+, and
(il, wl)l ∈ (gphW )n, such that (3.1) and (3.2) in Theorem 3.6 are satisfied.

(i) If (Θ, h) is geodesic convex at z, then z is a global robust weak Pareto solution
of RNMSIP.

(ii) If (αk)k ∈ Rr
+ \ {0} and (Θ, h) is strictly geodesic convex at z, then z is a

global robust Pareto solution of RNMSIP.

Proof. (i) On the contrary, we assume that z is not a global robust weak Pareto
solution of RNMSIP. Hence, there is z ∈ F , satisfying

Θ(z) ≺ Θ(z).

This implies that

(3.11) Θk(z) < Θk(z), ∀k = 1, 2, . . . , r.

From the given hypotheses, it follows that (3.1) and (3.2) are satisfied. Therefore,
there exist multipliers (αk)k ∈ Rr

+, (µl)l ∈ Rn
+, and (il, wl)l ∈ (gphW )n, ξk ∈

∂CΘk(z), for k = 1, 2, . . . , r and ηl ∈ ∂z
Chil(z, wl) for l = 1, 2, . . . , n, such that∑r

k=1 αkξk +
∑n

l=1 µlηl = 0.
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Employing the geodesic convexity assumption of the pair of functions (Θ, h) at z,
one has

0 =

r∑
k=1

αk〈ξk, exp−1
z z〉z +

n∑
l=1

µl〈ηl, exp−1
z z〉z

≤
r∑

k=1

αk(Θk(z)−Θk(z)) +

n∑
l=1

µl(hil(z, wl)− hil(z, wl))

≤
r∑

k=1

αk(Θk(z)−Θk(z))−
n∑

l=1

µlhil(z, wl),

,

where the last inequality follows from the fact, z ∈ F . Moreover, from condition
(3.2), it follows that µlhil(z, wl) = 0, for all l = 1, 2, . . . , n. Thus, we have∑r

k=1 αk(Θk(z)−Θk(z)) ≥ 0.

The last inequality along with the condition (αk)k ∈ Rr
+, implies the existence of

k̃ ∈ {1, 2, . . . , r} such that
Θ

k̃
(z) ≥ Θ

k̃
(z),

which contradicts equation (3.11). This completes the proof of (i).
(ii) On the contrary, suppose that there is z ∈ F such that Θ(z) � Θ(z), this

implies that

(3.12)

{
Θ

k̃
(z) < Θ

k̃
(z)

Θk(z) ≤ Θk(z), ∀k ∈ {1, 2, . . . , r} \ {k̃}.

According to the hypotheses of the theorem, there exist multipliers (αk)k ∈ Rr
+, (µl)l ∈

Rn
+, and (il, wl)l ∈ (gphW )n, such that (3.1) and (3.2) hold true. Then, there are

ξk ∈ ∂CΘk(z) for k = 1, 2, . . . , r and ηl ∈ ∂z
Chil(z, wl) for l = 1, 2, . . . , n, such that∑r

k=1 αkξk +
∑n

l=1 µlηl = 0.

Based on the strict geodesic convexity assumption of (Θ, h) at z, we have the fol-
lowing:

0 =

r∑
k=1

αk〈ξk, exp−1
z z〉z +

n∑
l=1

µl〈ηl, exp−1
z z〉z

<

r∑
k=1

αk(Θk(z)−Θk(z)) +

n∑
l=1

µl(hil(z, wl)− hil(z, wl))

≤
r∑

k=1

αk(Θk(z)−Θk(z))−
n∑

l=1

µlhil(z, wl),

,

where the last inequality follows from the fact that z ∈ F . Moreover, from condition
(3.2), it follows that µlhil(z, wl) = 0, for all l = 1, 2, . . . , n. Consequently, we have

r∑
k=1

αk(Θk(z)−Θk(z)) > 0.

Since (αk)k ∈ Rr
+ \ {0}, therefore there exists k̃ ∈ {1, 2, . . . , r} satisfying Θ

k̃
(z) >

Θ
k̃
(z), which contradicts (3.12). This completes the proof of (ii). □
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Remark 3.15. (1) Theorem 3.14 extends Theorem 4.1 derived by Kanzi and
Nobakhtian [27] from single objective nonsmooth SIPs to the more general
optimization problems, namely, RNMSIP. In addition, Theorem 3.14 gener-
alizes Corollary 3.8 from the context of Euclidean spaces to the framework
of Hadamard manifolds.

(2) If H1 = Rn1 , then Theorem 3.11 extends Theorem 4.3 derived by Kanzi and
Nobakhtian [24] in the domain of robust optimization.

(3) Theorem 3.14 (i) and (ii) generalize Theorems 3.3 and 3.4, respectively, de-
rived in [46], from the context of Euclidean space to the setting of Hadamard
manifolds.

(4) If H1 = Rn1 , Theorem 3.14 (i) extends Theorem 2 derived in Lee and Lee [31]
from smooth MSIPs to non-smooth MSIPs in the face of data uncertainty.

(5) Theorem 3.14 (i) and (ii) extend Theorem 3.11 derived in [8] from multiob-
jective optimization problems to MSIPs and generalizes it from Euclidean
spaces to Hadamard manifolds.

(6) In the Hadamard manifold setting, Theorem 3.14 extends Proposition 3.4
in [48] from smooth MSIPs to nonsmooth MSIPs. Moreover, Theorem 3.14
extends Proposition 3.4 derived in [48] in the domain of robust optimization.

(7) In the Hadamard manifold setting, Theorem 3.14 extends Theorem 3.7 de-
duced in [59] from nonsmooth MSIPs to more general optimization problems,
namely, RNMSIP.

The following example illustrates the significance of Theorem 3.14 and provides
a framework for finding a global robust weak Pareto solution within the class of
problems falling under the category of RNMSIP.

Example 3.16. Consider H1 = {z ∈ R2 : z2 > 0}. Then, H1 is a Riemannian
manifold (see, for instance [30, 48, 49]), with Riemannian metric

〈ξ1, ξ2〉z = 〈G (z)ξ1, ξ2〉z, ∀ξ1, ξ2 ∈ TzH1 = R2,

where G (z) =

[
1
z22

0

0 1
z22

]
. Moreover, from [30, 48, 49], it follows that, the sectional

curvature of H1 is −1 and H1 is a Hadamard manifold.

The Riemannian distance between any two points x = (x1, x2) and z = (z1, z2) is
given by

dis(x, z) =


∣∣∣ ln z2

x2

∣∣∣ if x1 = z1,∣∣∣ ln x1−n+m
z1−n+m · z2

x2

∣∣∣, if x1 6= z1,

where
m =

√
(z1 − n)2 + z22 , n =

z21+z22−(x2
1+x2

2)
2(z1−x1)

.

For any z ∈ H1 and p ∈ TzH1, the exponential map expz : TzH1 → H1 is defined
as follows (see, for instance, [30, 48]):

For p1 = 0,

expz(p) = (z1, z2e
p2
z2 ),
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and for p1 6= 0,

expz(p)

=

z1 +
p2
p1

+

√
1 +

(
p2
p1

)2

tanh(ap1,p2(1)), z2

√
1 +

(
p2
p1

)2 1

cosh(bp1,p2(1))

 ,

where

ap1,p2(s) =

{
s
√
p21 + p22 − sinh−1 p2

p1
if p1 > 0,

−s
√
p21 + p22 − sinh−1 p2

p1
if p1 < 0,

bp1,p2(s) =

s

√
p21+p22
z2

− sinh−1 p2
p1

if p1 > 0,

−s

√
p21+p22
z2

− sinh−1 p2
p1

if p1 < 0.

Furthermore, expz(sp) = Γz,p(s) and expz(p) = Γz,p(1), where Γz,p(s) is defined in
the following way:

For p1 = 0,

Γz,p(s) = (z1, z2e
p2
z2

s
),

and for p1 6= 0,

Γz,p(s) =

(
z1 +

p2
p1

+

√
1 +

(
p2
p1

)2
tanh(ap1,p2(s)), z2

√
1 +

(
p2
p1

)2
1

cosh(bp1,p2 (s))

)
,

with Γz,p(0) = z and Γ′
z,p(0) = p. Moreover, from [30, 48], the inverse exponential

map exp−1
z : H1 → TzH1 is given by:

exp−1
z (x) =


(
0, z2 lnx2

z2

)
if z1 = x1,

z2
m

(
tanh−1 n−z1

m − tanh−1 n−x1
m

)
(z2, n− x1) if z1 6= x1,

where
m =

√
(z1 − n)2 + z22 , n =

z21+z22−(x2
1+x2

2)
2(z1−x1)

.

Let us define S := {z ∈ H1| z1 = 0, z2 ≥ 1
4} ⊂ H1, which is a geodesic convex

subset of H1. Moreover, let I = [0, 1] and Wi = [i, 2](⊂ R), ∀i ∈ I and the function
Θ : S → R2 is defined by:

Θ(z) = (Θ1(z), Θ2(z)) =
(
|z2|, |z2 − 1

2 |+ z2
)
.

Further, hi(·, w) : S → R is defined by:
hi(z, w) =

i
z2

− i− w, i ∈ I, w ∈ Wi.

The feasible set of this problem is given by

F := {z ∈ H1| z1 = 0, z2 ≥
1

2
}.

Choose z = (0, 12) ∈ F . Then, K(z) = I. Furthermore, one can show that,
T (F , z) = {ν ∈ R2| v2 ≥ 0}.

Now,
∂CΘ1(z) = {(0, 4)}, ∂CΘ2(z) = co{(0, 0), (0, 12)},
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∂z
Chil(z, wl) = {(0,−il)}, ∀(il, wl) ∈ K(z).

Moreover, posR(z) = {ν ∈ TzH1| ν1 = 0, ν2 ≤ 0}. Hence posR(z) is a closed set
and (R(z))≤ = {ν ∈ TzH1| ν2 ≥ 0} ⊂ T (F , z). Therefore, ACQ is satisfied at z.
Further, it can be inferred that (Θ, h) is geodesic convex on S.

Now, for choosing, α1 = 1
2 = α2, l = 1, µ1 = 1, il =

3
8 = wl, the conditions

(3.1) and (3.2) in Theorem 3.6 are both hold true simultaneously. Therefore, from
the conclusion of Theorem 3.14 (i), it follows that z is a global robust weak Pareto
solution to this problem.

4. Robust duality

In this section, we formulate Mond-Weir and Wolfe type dual problems for the
considered problem RNMSIP. Moreover, we derive weak, strong, direct, and converse
duality results that establish the relationship between the primal problem RMSIP
and its corresponding dual problems by exploiting geodesic convexity assumptions
of the pair of functions (Θ, h).

4.1. Mond-Weir duality. For x ∈ H1, α = (αk)k ∈ Rr
+, µ = (µl)l ∈ Rn

+, and
ω = (il, wl)l ∈ (gphW )n, we use ΘMW (x, ω, α, µ) to denote the objective function of
the Mond-Weir type dual problem. The Mond-Weir type dual problem RNMSIDMW

for the primal problem RNMSIP can be formulated in the following manner:
RNMSIDMW : max ΘMW (x, ω, α, µ) := (Θ1(x),Θ2(x), ...,Θr(x))

subject to 0 ∈
r∑

k=1

αk∂CΘk(x) +
n∑

l=1

µl∂
z
Chil(x,wl),

r∑
k=1

αk = 1,
n∑

l=1

µlhil(x,wl) ≥ 0,

x ∈ H1, α ∈ Rr
+, µ ∈ Rn

+, ω ∈ (gphW )n

Let FMW be the set of all feasible points of RNMSIDMW , then

FMW :=
{
(x,ω, α, µ) ∈ H1 × (gphW )n × Rr

+ × Rn
+ :

r∑
k=1

αk = 1,

0 ∈
r∑

k=1

αk∂CΘk(x) +
n∑

l=1

µl∂
z
Chil(x,wl),

n∑
l=1

µlhil(x,wl) ≥ 0
}
.

Remark 4.1. (1) Given any (x, ω, α, µ) ∈ FMW , if ΘMW (x̃, ω̃, α̃, µ̃) ⊀ ΘMW (x, ω, α, µ),
then (x̃, ω̃, α̃, µ̃) ∈ FMW is said to be robust weak Pareto solution of RNMSIDMW .

(2) Given any (x, ω, α, µ) ∈ FMW , if ΘMW (x̃, ω̃, α̃, µ̃) ⪯̸ ΘMW (x, ω, α, µ), then
(x̃, ω̃, α̃, µ̃) ∈ FMW is said to be robust Pareto solution of RNMSIDMW .

In the following theorem, we derive weak duality relations relating to the primal
problem of RNMSIP and its associated dual problem RNMSIDMW .

Theorem 4.2 (Weak duality). Let z ∈ F and (x, ω, α, µ) ∈ FMW . Moreover, if
(Θ, h) is geodesic, then Θ(z) ⊀ ΘMW (x, ω, α, µ). Furthermore, if (Θ, h) is strictly
geodesic convex, then Θ(z) ⪯̸ ΘMW (x, ω, α, µ).
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Proof. To begin with, we assume that (Θ, h) is geodesic convex and we show that
Θ(z) ⊀ ΘMW (x, ω, α, µ). On the contrary, suppose that Θ(z) ≺ ΘMW (x, ω, α, µ).
This implies that

(4.1) Θk(z) < Θk(x), ∀k ∈ {1, 2, . . . , r}.

From the feasibility condition of RNMSIDMW , it follows that (αk)k ∈ Rr
+ and there

exists at least one k̂ ∈ {1, 2, . . . , r} such that αk̂ 6= 0. Multiplying both sides of
Inequality 4.1 by αk, k ∈ {1, 2, . . . , r} and summing from 1 to r, we get

r∑
k=1

αk(Θk(z)−Θk(x)) < 0.

Since (x, ω, α, µ) is a feasible element of RNMSIDMW , there are ξk ∈ ∂CΘk(x) for
k = 1, 2, . . . , r, and ηl ∈ ∂hil(x,wl) for l = 1, 2, . . . , n such that

r∑
k=1

αkξk +

n∑
l=1

µlηl = 0.

The geodesic convexity assumption of (Θ, h) yields

0 =
r∑

k=1

αk〈ξk, exp−1
x z〉x +

n∑
l=1

µl〈ηl, exp−1
x z〉x

≤
r∑

k=1

αk(Θk(z)−Θk(x)) +
n∑

l=1

µl(hil(z, wl)− hil(x,wl))

≤
r∑

k=1

αk(Θk(z)−Θk(x))−
n∑

l=1

µlhil(x,wl)

≤
r∑

k=1

αk(Θk(z)−Θk(x)) < 0,

which is a contradiction. This completes the proof of the first part of this theorem.
Now, we assume that (Θ, h) is strictly geodesic convex and we show that

Θ ⪯̸ ΘMW (x, ω, α, µ).

Suppose on the contrary, let Θ(z) � ΘMW (x, ω, α, µ) = Θ(x). In a similar process,
one can show that

r∑
k=1

αk(Θk(z)−Θk(x)) ≤ 0.

Since (x, ω, α, µ) is a feasible element of RNMSIDMW , there are ξk ∈ ∂CΘk(x) for
k = 1, 2, . . . , r, and ηl ∈ ∂hil(x,wl) for l = 1, 2, . . . , n such that

r∑
k=1

αkξk +
n∑

l=1

µlηl = 0.
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From the strict geodesic convexity assumption of (Θ, h), we have

0 =
r∑

k=1

αk〈ξk, exp−1
x z〉x +

n∑
l=1

µl〈ηl, exp−1
x z〉x

<
r∑

k=1

αk(Θk(z)−Θk(x)) +
n∑

l=1

µl(hil(z, wl)− hil(x,wl))

≤
r∑

k=1

αk(Θk(z)−Θk(x))−
n∑

l=1

µlhil(x,wl)

≤
r∑

k=1

αk(Θk(z)−Θk(x)) ≤ 0

,

which is a contradiction. This completes the proof of the second part of this theorem.
□

Remark 4.3. (1) The weak duality results derived in Theorem 4.2 generalize
the analogous weak duality results in Theorem 4.4 derived in [46] from the
Euclidean space to the Hadamard manifold setting.

(2) In the Hadamard manifold setting, Theorem 4.2 extends Proposition 3.3
in [48] from smooth MSIPs to nonsmooth MSIPs. Moreover, Theorem 4.2
extends Proposition 3.3 in the domain of robust optimization.

(3) In the Hadamard manifold setting, Theorem 4.2 extends Theorem 4.1 de-
duced in [59] from nonsmooth MSIPs to more general optimization problems,
namely, RNMSIP.

By employing the notions of geodesic convexity of the pair of functions (Θ, h),
in the following theorem, we deduce strong duality relations relating to the primal
problem of RNMSIP and its corresponding dual problem RNMSIDMW .

Theorem 4.4 (Strong duality). Let z ∈ F and (x, ω, α, µ) ∈ FMW . Moreover,
assume that Θ(z) = ΘMW (x, ω, α, µ). Furthermore,
(i) If (Θ, h) is geodesic convex at x, then z and (x, ω, α, µ) are robust weak Pareto
solutions of RNMSIP and RNMSIDMW , respectively.
(ii) If (Θ, h) is strictly geodesic convex at x, then z and (x, ω, α, µ) are robust Pareto
solutions of RNMSIP and RNMSIDMW , repectively.

Proof. (i) Let z′ and (x′, ω′, α′, µ′) be any feasible elements of RNMSIP and RNMSIPMW ,
respectively. From Theorem 4.2, one can observe that

Θ(z′) ⊀ ΘMW (x, ω, α, µ) and Θ(z) ⊀ ΘMW (x′, ω′, α′, µ′).

According to the given condition we have,

Θ(z′) ⊀ ΘMW (x, ω, α, µ) = Θ(z),

and
ΘMW (x, ω, α, µ) = Θ(z) ⊀ ΘMW (x′, ω′, α′, µ′).

Therefore, z and (x, ω, α, µ) are robust weak Pareto solutions of RNMSIP and
RNMSIDMW , respectively.
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(ii) Let z′ and (x′, ω′, α′, µ′) be any feasible elements of RNMSIP and RNMSIPMW ,
respectively. Employing Theorem 4.2, we have

Θ(z′) ⪯̸ ΘMW (x, ω, α, µ) and Θ(z) ⪯̸ ΘMW (x′, ω′, α′, µ′).

According to the given condition, we get

Θ(z′) ⪯̸ ΘMW (x, ω, α, µ) = Θ(z),

and
ΘMW (x, ω, α, µ) = Θ(z) ⪯̸ ΘMW (x′, ω′, α′, µ′).

Therefore, z and (x, ω, α, µ) are robust Pareto solutions of RNMSIP and RNMSIDMW ,
respectively. □

Remark 4.5. (1) Theorem 4.4 generalizes Theorem 4.5 derived in [46] from the
Euclidean space to the Hadamard manifold setting.

Under certain assumptions, the following theorem illustrates that a robust (weak)
Pareto solution of the primal problem RNMSIP will also serve as a robust (weak)
Pareto solution of the dual problem RNMSIDMW .

Theorem 4.6 (Direct duality). Let us assume that z ∈ F at which the ACQ is
satisfied. Moreover, assume that pos(R(z)) is a closed set.

(i) If (Θ, h) is geodesic convex and z is a robust weak Pareto solution of RN-
MSIP, then there exist ω ∈ (gphW )n, α = (αk)k ∈ Rr

+, and µ ∈ Rn
+,

such that (z, ω, α, µ) is a robust weak Pareto solution of RNMSIDMW and
Θ(z) = ΘMW (z, ω, α, µ).

(ii If (Θ, h) is strictly geodesic convex and z is a robust Pareto solution of RN-
MSIP, then there exist ω ∈ (gphW )n, α = (αk)k ∈ Rr

+, and µ ∈ Rn
+, such

that (z, ω, α, µ) is a robust Pareto solution of RNMSIDMW and Θ(z) =
ΘMW (z, ω, α, µ).

Proof. (i) Since z is a robust weak Pareto solution of RNMSIP, therefore by employ-
ing Theorem 3.6, we have there exist ω = (i, wl)l ∈ (gphW )fn, α = (αk)k ∈ Rr

+\{0},
with

∑r
k=1 αk = 1, and µ = (µl)l ∈ Rn

+, so that (3.1) and (3.2) are satisfied. Hence,
(z, ω, α, µ) ∈ FMW and Θ(z) = ΘMW (z, ω, α, µ). From, Theorem 4.4, it follows that
(z, ω, α, µ) is a robust weak Pareto solution of RNMSIDMW .

(ii) By employing analogous arguments to those utilized in part (i) of the proof,
we can effectively conclude and thereby complete the entire proof. □

Remark 4.7. (1) Theorem 4.6 generalizes Theorem 4.6 in [46] from the Eu-
clidean space to the Hadamard manifold setting. the setting of Euclidean
space.

(2) In the Hadamard manifold setting, Theorem 4.6 extends Proposition 4.3
in [48] from smooth MSIPs to nonsmooth MSIPs. Moreover, Theorem 4.6
extends Proposition 4.3 derived in [48] in the domain of robust optimization.

(3) In the Hadamard manifold setting, Theorem 4.6 extends Theorem 4.2 de-
duced in [59] from nonsmooth MSIPs to more general optimization problems,
namely, RNMSIP.
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Under certain assumptions, the following theorem deduces converse duality re-
sults, demonstrating that a robust (weak) Pareto solution of the dual problem
RNMSIDMW will also serve as a robust (weak) Pareto solution of the primal problem
RNMSIP.

Theorem 4.8 (Converse duality). Let us assume that pos(R(x)) is closed and ACQ
is satisfied at x ∈ F . Then the following assertions are true:
(i) If (Θ, h) is geodesic convex at x and (x, ω, α, µ) is a robust weak Pareto solution
of RNMSIDMW , then x is a robust weak Pareto solution of RNMSIP;
(ii) If (Θ, h) is strictly geodesic convex at x and (x, ω, α, µ) is a robust Pareto solution
of RNMSIDMW , then x is a robust Pareto solution of RNMSIP.

Proof. (i) From the feasibility conditions of RNMSIDMW , we have

(4.2) 0 ∈
r∑

k=1

αk∂CΘk(x) +
n∑

l=1

µl∂
z
Chil(x,wl),

n∑
l=1

µlhil(x,wl) ≥ 0

Moreover, from the satisfaction of the ACQ at x and the closeness of the set
pos(R(x)) together with the fact that x ∈ F , we have

∑n
l=1 µlhil(x,wl) ≤ 0. Com-

bining this with the inequality in (4.2), we get

(4.3)
n∑

l=1

µlhil(x,wl) = 0.

Furthermore as, x ∈ F , pos(R(x)) is a closed set, and ACQ is satisfied at x, hence
µlhil(x,wl) ≤ 0, ∀l = 1, 2, . . . , n. Hence, combining (4.3) with the last inequality,
we get µlhil(x,wl) = 0, ∀l = 1, 2, . . . , n. Therefore, Theorem 3.14 (i) ensures that x
is a robust weak Pareto solution of RNMSIP.

(ii) Utilizing a similar approach to that employed in part (i), along with Theorem
3.14 (ii), we get the desired result. □

Remark 4.9. (1) Theorem 4.8 generalizes the Theorem 4.7 in Tung and Duy
[46] from the context of Euclidean space to the framework of Hadamard
manifolds.

4.2. Wolfe duality. For x ∈ H1, α = (αk)k ∈ Rr
+, µ = (µl)l ∈ Rn

+, ω =
(il, wl)l ∈ (gphW )n, and e = (1, 1, . . . , 1) ∈ Rr, we use ΘW (x, ω, α, µ) := Θ(x) +
(
∑n

l=1 µlhil(x, ωl)) e, to denote the objective function of the Wolfe type dual prob-
lem. The Wolfe type dual model of the primal problem RNMSIP can be formulated
in the following manner:

RNMSIDW : max ΘW (x, ω, α, µ)

subject to 0 ∈
r∑

k=1

αk∂CΘk(x) +
n∑

l=1

µl∂
z
Chil(x,wl),

r∑
k=1

αk = 1, x ∈ H1, α ∈ Rr
+, µ ∈ Rn

+, ω ∈ (gphW )n.
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Let FW be the set of all feasible points of (RNMSIDW ), then

FW :=
{
(x, ω, α, µ) ∈ H1 × (gphW )n × Rr

+ × Rn
+ :

r∑
k=1

αk = 1,

0 ∈
r∑

k=1

αk∂CΘk(x) +

n∑
l=1

µl∂
z
Chil(x,wl)

}
.

Remark 4.10. (1) Given any (x, ω, α, µ) ∈ FW , if ΘW (x̃, ω̃, α̃, µ̃) ⊀ ΘW (x, ω, α, µ),
then (x̃, ω̃, α̃, µ̃) ∈ FW is said to be robust weak Pareto solution of RNMSIDW .

(2) Given any (x, ω, α, µ) ∈ FW , if ΘW (x̃, ω̃, α̃, µ̃) ⪯̸ ΘW (x, ω, α, µ), then (x̃, ω̃, α̃, µ̃)
∈ FW is said to be robust Pareto solution of RNMSIDW .

In the following theorem, we deduce weak duality relations relating to the primal
problem of RNMSIP and its corresponding dual problem RNMSIDW .

Theorem 4.11 (Weak duality). Let z ∈ F and (x, ω, α, µ) ∈ FW . Moreover, if
(Θ, h) is geodesic, then Θ(z) ⊀ ΘW (x, ω, α, µ). Furthermore, if (Θ, h) is strictly
geodesic convex, then Θ(z) ⪯̸ ΘW (x, ω, α, µ).

Proof. Let us assume that (Θ, h) is geodesic convex and we show that Θ(z) ⊀
ΘW (x, ω, α, µ). Let us suppose that Θ(z) ≺ ΘW (x, ω, α, µ). This implies that

(4.4) Θk(z) < Θk(x) +
n∑

l=1

µlhil(x, ωl) ∀k ∈ {1, 2, . . . , r}.

From the feasibility condition of RNMSIDW , it follows that (αk)k ∈ Rr
+ and there

exists at least one k̂ ∈ {1, 2, . . . , r} such that αk̂ 6= 0. Multiplying both sides of
Inequality (4.4) by αk, k ∈ {1, 2, . . . , r} and summing from 1 to r, we get

r∑
k=1

αk(Θk(z)−Θk(x))−
n∑

l=1

µlhil(x, ωl) < 0.

Since (x, ω, α, µ) is a feasible element of RNMSIDW , there are ξk ∈ ∂CΘk(x) for
k = 1, 2, . . . , r, and ηl ∈ ∂hil(x,wl) for l = 1, 2, . . . , n such that

r∑
k=1

αkξk +
n∑

l=1

µlηl = 0.

From the geodesic convexity assumption of (Θ, h) we have

0 =
r∑

k=1

αk〈ξk, exp−1
x z〉x +

n∑
l=1

µl〈ηl, exp−1
x z〉x

≤
r∑

k=1

αk(Θk(z)−Θk(x)) +
n∑

l=1

µl(hil(z, wl)− hil(x,wl))

≤
r∑

k=1

αk(Θk(z)−Θk(x))−
n∑

l=1

µlhil(x,wl) < 0

,

which is a contradiction.
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Now, we assume that (Θ, h) is strictly geodesic convex and we show that Θ ⪯̸
ΘW (x, ω, α, µ). Suppose on the contrary, let Θ(z) � ΘW (x, ω, α, µ) = Θ(x) +∑n

l=1 µlhil(x,wl)e. In a similar manner, one can show that
r∑

k=1

αk(Θk(z)−Θk(x))−
n∑

l=1

µlhil(x, ωl) ≤ 0.

Since (x, ω, α, µ) is a feasible element of RNMSIDW , there are ξk ∈ ∂CΘk(x) for
k = 1, 2, . . . , r, and ηl ∈ ∂hil(x,wl) for l = 1, 2, . . . , n such that

r∑
k=1

αkξk +

n∑
l=1

µlηl = 0.

From the strict geodesic convexity assumption of (Θ, h) we have

0 =

r∑
k=1

αk〈ξk, exp−1
x z〉x +

n∑
l=1

µl〈ηl, exp−1
x z〉x

<
r∑

k=1

αk(Θk(z)−Θk(x)) +
n∑

l=1

µl(hil(z, wl)− hil(x,wl))

≤
r∑

k=1

αk(Θk(z)−Θk(x))−
n∑

l=1

µlhil(x,wl) ≤ 0

,

which is a contradiction. □

Remark 4.12. (1) The weak duality results derived in Theorem 4.11 general-
izes Theorem 4.1 derived in [46], from the context of Euclidean space to the
framework of Hadamard manifold.

(2) If H1 = Rn1 , the weak duality results derived in Theorem 4.11 generalize
Theorem 5 established in [31] from smooth MSIP to nonsmooth MSIP.

(3) Theorem 4.11 extends Theorem 4.1 derived in [8] from multiobjective op-
timization problems to MSIPs and generalizes it from Euclidean spaces to
Hadamard manifolds.

(4) In the Hadamard manifold setting, Theorem 4.11 extends Proposition 4.5
in [48] from smooth MSIPs to nonsmooth MSIPs. Moreover, Theorem 4.11
extends Proposition 4.5 derived in [48] in the domain of robust optimization.

(5) In the Hadamard manifold setting, Theorem 4.11 extends Theorem 4.6 de-
duced in [59] from nonsmooth MSIPs to more general optimization problems,
namely, RNMSIP.

By employing the notions of geodesic convexity of the pair of functions (Θ, h), in
the following theorem, we deduce strong duality relations relating to the primal the
problem of RNMSIP and its corresponding dual problem RNMSIDW .

Theorem 4.13 (Strong duality). Let z ∈ F and (x, ω, α, µ) ∈ FMW . Moreover,
assume that Θ(z) = ΘW (x, ω, α, µ). Furthermore,
(i) If (Θ, h) is geodesic convex at x, then z is a robust weak Pareto solution of
(RNMSIP) and (x, ω, α, µ) is a robust weak Pareto solution of RNMSIDW .
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(ii) If (Θ, h) is strictly geodesic convex at x, then z is a robust Pareto solution of
(RNMSIP) and (x, ω, α, µ) is a robust Pareto solution of RNMSIDW .

Proof. (i) Let z′ and (x′, ω′, α′, µ′) be any feasible elements of RNMSIP and RNMSIPW ,
respectively, it follows from Theorem 4.11 that

Θ(z′) ⊀ ΘW (x, ω, α, µ) and Θ(z) ⊀ ΘW (x′, ω′, α′, µ′).

Employing the given condition, one has,

Θ(z′) ⊀ ΘW (x, ω, α, µ) = Θ(z),

and
ΘW (x, ω, α, µ) = Θ(z) ⊀ ΘW (x′, ω′, α′, µ′).

Therefore, z and (x, ω, α, µ) are weak Pareto solutions of RNMSIP and RNMSIDW ,
respectively.

(ii) Let z′ and (x′, ω′, α′, µ′) be any feasible elements of RNMSIP and RNMSIPW ,
respectively, it follows from Theorem 4.11 that

Θ(z′) ⪯̸ ΘW (x, ω, α, µ) and Θ(z) ⪯̸ ΘW (x′, ω′, α′, µ′).

From the given condition, we have

Θ(z′) ⪯̸ ΘW (x, ω, α, µ) = Θ(z),

and
ΘW (x, ω, α, µ) = Θ(z) ⪯̸ ΘW (x′, ω′, α′, µ′).

Therefore, z and (x, ω, α, µ) are Pareto solutions of RNMSIP and RNMSIDW , re-
spectively. □

Remark 4.14. (1) Theorem 4.13 generalizes Theorem 4.2 derived in [46], from
Euclidean space setting the framework of Hadamard manifolds.

(2) If H1 = Rn1 , the strong duality results derived in Theorem 4.13 generalize
Theorem 6 derived by Lee and Lee [31] from smooth MSIPs to nonsmooth
MSIPs.

(3) Theorem 4.13 extends Theorem 4.3 derived by Chuong [8] from multiob-
jective optimization problems to MSIPs and generalizes it from Euclidean
spaces to Hadamard manifolds.

Under certain assumptions, the following theorem illustrates that a robust (weak)
Pareto solution of the primal problem RNMSIP will also serve as a robust (weak)
Pareto solution of the dual problem RNMSIDW .

Theorem 4.15 (Direct Duality). Let z ∈ F at which the ACQ is satisfied. More-
over, let pos(R(z)) is a closed set.
(i) If (Θ, h) is geodesic convex and z is a robust weak Pareto solution of RNMSIP,
then there exist ω ∈ (gphW )n, α = (αk)k ∈ Rr

+, and µ ∈ Rn
+, such that (z, ω, α, µ) is

a robust weak Pareto solution of RNMSIDW and Θ(z) = ΘW (z, ω, α, µ).
(ii) If (Θ, h) is strictly geodesic convex and z is a robust Pareto solution of RNMSIP,
then there exist ω ∈ (gphW )n, α = (αk)k ∈ Rr

+, and µ ∈ Rn
+, such that (z, ω, α, µ) is

a robust Pareto solution of RNMSIDW and Θ(z) = ΘW (z, ω, α, µ).
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Proof. (i) Since z is a robust weak Pareto solution of RNMSIP, by employing The-
orem 3.6 we have, there exist ω = (i, wl)l ∈ (gphW )n, α = (αk)k ∈ Rr

+ \ {0},
with

∑r
k=1 αk = 1, and µ = (µl)l ∈ Rn

+, so that (3.1) and (3.2) are satisfied.
Hence, (z, ω, α, µ) ∈ FW , and Θ(z) = Θ(z) +

∑n
l=1 µlhil(x,wl)e = ΘW (z, ω, α, µ).

From, Theorem 4.13, it follows that (z, ω, α, µ) is a robust weak Pareto solution of
RNMSIDW .

(ii) By employing analogous arguments to those utilized in part (i) of the proof,
we can effectively conclude and thereby complete the entire proof. □

Remark 4.16. (1) Theorem 4.15 generalizes Theorem 4.3 in [46] from the Eu-
clidean space to the Hadamard manifold setting.

(2) In the Hadamard manifold setting, Theorem 4.15 extends Proposition 4.6
in [48] from smooth MSIPs to nonsmooth MSIPs. Moreover, Theorem 4.15
extends Proposition 4.6 derived in [48] in the domain of robust optimization.

(3) In the Hadamard manifold setting, Theorem 4.15 extends Theorem 4.7 de-
duced in [59] from nonsmooth MSIPs to more general optimization problems,
namely, RNMSIP.

Under certain assumptions, the following theorem deduces converse duality re-
sults, demonstrating that a robust (weak) Pareto solution of the dual problem
RNMSIDW will also serve as a robust (weak) Pareto solution of the primal problem
RNMSIP.

Theorem 4.17 (Converse duality). Let x ∈ F and µlhil(x,wl) = 0, ∀l = 1, 2, . . . , n.
Then the following assertions are true:
(i) If (Θ, h) is geodesic convex at x and (x, ω, α, µ) is a robust weak Pareto solution
of RNMSIDW , then x is a robust weak Pareto solution of RNMSIP;
(ii) If (Θ, h) is strictly geodesic convex at x and (x, ω, α, µ) is a robust Pareto solution
of RNMSIDW , then x is a robust Pareto solution of RNMSIP.

Proof. (i) From the feasibility conditions of RNMSIDW , we have

0 ∈
r∑

k=1

αk∂CΘk(x) +
n∑

l=1

µl∂
z
Chil(x,wl),

and from the given condition, it follows that

µlhil(x,wl) = 0, ∀l = 1, 2, . . . , n.

Therefore, Theorem 3.14 (ii) ensures that x is a robust weak Pareto solution of
RNMSIP.

(ii) Utilizing a similar approach to that employed in part (i), along with Theorem
3.14 (ii), we get the desired result. □

The following example demonstrates the results for Wolfe duality in Theorem 4.13
and Theorem 4.15.
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Example 4.18. Consider the same two-dimensional manifold H1 as considered in
Example 3.16. Moreover, consider problem, which is the form RNMSIP as follows:

P1: min Θ(z) := (Θ1(z),Θ2(z)) =
(z2 − e

2
,
|z2 − e|

2

)
subject to hi(z, w) := w − (1− i) ln z1 − i ln z2 − i,

for all i ∈ I = [0, 1], w ∈ Wi = [0, 1 + i](⊆ R) and z ∈ S := {z ∈ H1| z1, z2 ≥ e
2}.

Here, S is a geodesic convex subset of H1. The feasible set of RNMSIP is given by

F := {z ∈ H1| z1 ≥ e, z2 ≥ e}.
For the primal problem P1, the associated Wolfe type dual problem can be formu-
lated as

P1W : max ΘW (x, ω, α, µ)

= (Θ1(x)+µ(w− (1− i) lnx1 − i lnx2 − i),Θ2(x)+µ(w− (1− i) lnx1 − i lnx2 − i))

subject to (#)

{
0 ∈

∑2
k=1 αk∂CΘk(x) + µ(−(1− i)x1 − ix2), α1 + α2 = 1,

x ∈ H1, α1, α2, µ ∈ R+, i ∈ I, w ∈ [0, 1 + i]

It can be verified that z = (e, e) is a robust weak Pareto solution of P1. Moreover,
it can be inferred that T (F , z) = {v ∈ R2| v1 ≥ 0, v2 ≥ 0} and posR(z) = {v ∈
TzH1| v1 ≤ 0, v2 ≤ 0}. Therefore, posR(z) is a closed set and

(R(z))≤ = {v ∈ TzH1| v1 ≥ 0, v2 ≥ 0} ⊆ T (F , z).

This implies that ACQ holds at z. Moreover, we can show that (Θ, h) is geodesic
convex on S. By employing Theorem 4.15, we can conclude that x = z = (e, e) is
a feasible point of problem P1W . Furthermore, ∂CΘ1(z) = {(0, e22 )}, ∂CΘ2(z) =

co{(0, e22 ), (0,−
e2

2 )}. Hence, we can see that (z, ω, α, µ) = ((e, e), (1, 0), (12 ,
1
2), 0) is

a solution of the system (#). Moreover, Θ(z) = ΘW (z, ω, α, µ) = (0, 0). Then, by
invoking Theorem 4.13, (z, ω, α, µ) is a weak Pareto solution of (P1W ).

5. Conclusions and future directions

In this paper, we have considered an uncertain non-smooth multiobjective semi-
infinite programming problem and its associated robust counterpart, namely, a ro-
bust nonsmooth multiobjective semi-infinite programming problem in the framework
of Hadamard manifolds. The ACQ at the feasible point of RNMSIP is introduced
in terms of Clarke subdifferential to derive KKT-type necessary optimality criteria
for a local robust weak Pareto solution and a local robust Benson-proper solution
to the problem RNMSIP. Moreover, we have established robust sufficient optimality
conditions under the assumptions of geodesic convexity. The Mond-Weir and Wolfe
type dual models are formulated for the primal problem RNMSIP, and the concept
of geodesic convexity is employed to establish several duality results. Non-trivial
examples have been provided in manifold settings to demonstrate the significance of
the results established in this paper.

The outcomes in this paper expand the number of significant results from the
literature beyond the context of Euclidean space to that of a broader space, namely
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the Hadamard manifold, and extend them in the area of robust optimization. In par-
ticular, the established results of this paper generalize the analogous results studied
in [8, 24, 27, 31, 46] from the Euclidean space setting to the framework of Hadamard
manifolds. Moreover, the findings of this paper extend the corresponding findings
derived in [24, 27, 48, 59] in the domain of robust optimization. Additionally, the
outcomes in this paper extend the analogous outcomes in [27] from single objective
nonsmooth SIPs to nonsmooth MSIPs within the framework of robust optimization.
Furthermore, the results derived in this paper extend the analogous results derived
in [31] (considering data uncertainty in the Euclidean space setting), [48] (regarding
the absence of data uncertainty in the Hadamard manifold setting) from smooth
MSIPs to non-smooth MSIPs. In addition, our paper extends the results derived in
[8] from multiobjective optimization problems to MSIPs.

The research presented in this paper serves several opportunities for future inves-
tigation. Based on the work of [11, 34, 35], the results derived in this paper could be
further generalized for robust nonsmooth multiobjective semi-infinite programming
problems on Hadamard manifolds, utilizing the notion of limiting subdifferentials.

References

[1] A. Barani, Generalized monotonicity and convexity for locally Lipschitz func-
tions on Hadamard manifolds, Differ. Geom. Dyn. Syst. 15 (2013), 26–37.

[2] R. Bergmann and R. Herzog, Intrinsic formulation of KKT conditions and
constraint qualifications on smooth manifolds, SIAM J. Optim. 29 (2019), 2423–
2444.

[3] A. Ben-Tal and A. Nemirovski, Robust optimization-methodology and applica-
tions, Math. Program. 92 (2002), 453–480.

[4] A. Ben-Tal, L. El Ghaoui and A. Nemirovski, Robust Optimization, Princeton
University Press, Princeton, 2009.

[5] D. Bertsimas, D. Pachamanova and M. Sim, Robust linear optimization under
general norms, Oper. Res. Lett. 32 (2004), 510–516.

[6] R. Bokrantz and A. Fredriksson, Necessary and sufficient conditions for Pareto
efficiency in robust multiobjective optimization, European J. Oper. Res. 262
(2017), 682–692.

[7] A. Charnes, W. W. Cooper and K. Kortanek, Duality, Haar programs, and
finite sequence spaces, Proc. Natl. Acad. Sci. 48 (1962), 783–786.

[8] T. D. Chuong, Optimality and duality for robust multiobjective optimization
problems, Nonlinear Anal. 134 (2016), 127–143.

[9] T. D. Chuong, Robust optimality and duality in multiobjective optimization
problems under data uncertainty, SIAM J. Optim. 30 (2020), 1501–1526.

[10] E. K. Doolittle, H. L. Kerivin and M. M. Wiecek, Robust multiobjective op-
timization with application to internet routing, Ann. Oper. Res. 271 (2018),
487–525.

[11] M. Farrokhiniya and A. Barani, Limiting subdifferential calculus and perturbed
distance function in Riemannian manifolds, J. Global Optim. 77 (2020), 661–
685.



OPTIMALITY CONDITIONS AND DUALITY FOR RNMSIP 199

[12] O. P. Ferreira, M. S. Louzeiro and L. Prudente, Gradient method for optimiza-
tion on Riemannian manifolds with lower bounded curvature, SIAM J. Optim.
29 (2019), 2517–2541.

[13] J. Fliege and R. Werner, Robust multiobjective optimization & applications in
portfolio optimization, European J. Oper. Res. 234 (2014), 422–433.

[14] A. Ghosh, B. B. Upadhyay and I. M. Stancu-Minasian, Constraint qualifica-
tions for multiobjective programming problems on Hadamard manifolds, Aust.
J. Math. Anal. Appl. 20 (2023), 1–17.

[15] A. Ghosh, B. B. Upadhyay and I. M. Stancu-Minasian, Pareto efficiency criteria
and duality for multiobjective fractional programming problems with equilibrium
constraints on Hadamard manifolds, Mathematics 11 (2023): 3649.

[16] G. Giorgi, B. Jimenez and V. Novo, Strong Kuhn–Tucker conditions and con-
straint qualifications in locally Lipschitz multiobjective optimization problems,
Top 17 (2009), 288–304.

[17] A. Haar, Uber lineare ungleichungen, Acta Sci. Math. 2 (1924), 1–14.
[18] R. Hettich and K. O. Kortanek, Semi-infinite programming: theory, methods,

and applications, SIAM review. 35 (1993), 380–429.
[19] J. B. Hiriart-Urruty and C. Lemaréchal, Convex Analysis and Minimization

Algorithms I. Springer, Berlin, 1993.
[20] S. Hosseini, and M. R. Pouryayevali, Generalized gradients and characterization

of epi-Lipschitz sets in Riemannian manifolds, Nonlinear Anal. 74 (2011), 3884–
3895.

[21] V. Jeyakumar and G. Li, Robust Farkas’ lemma for uncertain linear systems
with applications, Positivity 15 (2011), 331–342.

[22] V. Jeyakumar and G. Y. Li, Strong duality in robust convex programming: com-
plete characterizations, SIAM J. Optim. 20 (2010), 3384–3407.

[23] V. Jeyakumar, G. Li and G. M. Lee, Robust duality for generalized convex pro-
gramming problems under data uncertainty, Nonlinear Anal. 75 (2012), 1362–
1373.

[24] N. Kanzi, S. Nobakhtian, Optimality conditions for nonsmooth semi-infinite
multiobjective programming, Optim. Lett. 8 (2014), 1517–1528.

[25] N. Kanzi, S. Nobakhtian, Non-smooth semi-infinite programming problems with
mixed constraints, J. Math. Anal. Appl. 351 (2009), 170–181.

[26] N. Kanzi and S. Nobakhtian, Necessary optimality conditions for non-smooth
generalized semi-infinite programming problems, European J. Oper. Res. 205
(2010), 253–261.

[27] N. Kanzi, and S. Nobakhtian, Optimality conditions for non-smooth semi-
infinite programming, Optimization 59 (2010), 717–727.

[28] N. Kanzi, On strong KKT optimality conditions for multiobjective semi-infinite
programming problems with Lipschitzian data, Optim. Lett. 9 (2015), 1121–
1129.

[29] M. M. Karkhaneei and N. Mahdavi-Amiri, Nonconvex weak sharp minima on
Riemannian manifolds, J. Optim. Theory Appl. 183 (2019), 85–104.

[30] A. Kristály and C. Li, G. López-Acedo, A. Nicolae, What do ‘convexities’ imply
on Hadamard manifolds?, J. Optim. Theory Appl. 170 (2016), 1068–1074.



200 B. B. UPADHYAY AND S. PODDAR

[31] J. H. Lee and G. M. Lee, On optimality conditions and duality theorems for
robust semi-infinite multiobjective optimization problems, Ann. Oper. Res. 269
(2018), 419–438.

[32] Y. Liu, C. H. Tseng and K. L. Teo, A unified quadratic semi-infinite program-
ming approach to time and frequency domain constrained digital filter design,
Commun. Inf. Syst. 2 (2002), 399–410.

[33] Y. Lim, F. Hiai and J. Lawson, Nonhomogeneous Karcher equations with vector
fields on positive definite matrices, European J. Math. 7 (2021), 1291–1328.

[34] B. S. Mordukhovich, Variational Analysis and Generalized Differentiation. I.
Basic Theory, Springer, Berlin, 2006.

[35] B. S. Mordukhovich, Variational Analysis and Generalized Differentiation. II.
Applications, Springer, Berlin, 2006.

[36] T. H. Pham, On isolated/properly efficient solutions in non-smooth robust semi-
infinite multiobjective optimization, Bull. Malays. Math. Sci. Soc. 46 (2023):
73.

[37] E. A. P. Quiroz, E. M. Quispe and P. R. Oliveira, Steepest descent method with a
generalized Armijo search for quasiconvex functions on Riemannian manifolds,
J. Math. Anal. Appl. 341 (2008), 467–477.

[38] E. A. P. Quiroz and P. R. Oliveira, Proximal point methods for quasiconvex and
convex functions with Bregman distances on Hadamard manifolds, J. Convex
Anal. 16 (2009), 49–69.

[39] E. A. P. Quiroz and P. R. Oliveira, Full convergence of the proximal point method
for quasiconvex functions on Hadamard manifold, ESAIM: COCV. 18 (2012),
483–500.

[40] T. Rapcsák, Smooth Nonlinear Optimization in Rn, Springer, Berlin, 2013.
[41] R. T. Rockafellar, Convex Analysis, Princeton University Press, Princeton, 1970
[42] J. C. O. Souza, Proximal point methods for Lipschitz functions on Hadamard

manifolds: scalar and vectorial cases, J. Optim. Theory Appl. 179 (2018), 745–
760.

[43] N. T., Thu Thuy and T. Van Su, Robust optimality conditions and duality for
non-smooth multiobjective fractional semi-infinite programming problems with
uncertain data, Optimization 72 (2023), 1745–1775.

[44] S. Treanţă, P. Mishra and B. B. Upadhyay, Minty variational principle for non-
smooth interval-valued vector optimization problems on Hadamard manifolds,
Mathematics 10 (2022): 523.

[45] S. Treanţă, B. B. Upadhyay, A. Ghosh and K. Nonlaopon, Optimality condi-
tions for multiobjective mathematical programming problems with equilibrium
constraints on Hadamard manifolds, Mathematics 10 (2022): 3516.

[46] N. M. Tung and M. Van Duy, Constraint qualifications and optimality conditions
for robust non-smooth semi-infinite multiobjective optimization problems, 4OR
21 (2023), 151–176.

[47] N. M. Tung, On robust Karush–Kuhn–Tucker multipliers rules for semi-infinite
multiobjective optimization with data uncertainty, Comput. Appl. Math. 42
(2023): 98.

[48] L. T. Tung and D. H. Tam, Optimality conditions and duality for multiobjective
semi-infinite programming on Hadamard manifolds, Bull. Iranian Math. Soc.



OPTIMALITY CONDITIONS AND DUALITY FOR RNMSIP 201

48 (2022), 2191–2219.
[49] C. Udriste, C, Convex Functions and Optimization Methods on Riemannian

Manifolds, Springer, Berlin (2013).
[50] B. B. Upadhyay, A. Ghosh, P. Mishra and S. Treanţă, Optimality conditions

and duality for multiobjective semi-infinite programming problems on Hadamard
manifolds using generalized geodesic convexity, RAIRO Oper. Res. 56 (2022),
2037–2065.

[51] B. B. Upadhyay, S. K. Mishra and S. K. Porwal, Explicitly geodesic B-preinvex
functions on Riemannian manifolds, Trans. Math. Program. Appl. 2 (2015),
1–14.

[52] B. B. Upadhyay, I. M. Stancu-Minasian, P. Mishra and R. N. Mohapatra,
On generalized vector variational inequalities and non-smooth vector optimiza-
tion problems on Hadamard manifolds involving geodesic approximate convexity,
Adv. Nonlinear Var. Inequalities. 25 (2022), 1–25.

[53] B. B. Upadhyay and A. Ghosh, On constraint qualifications for mathematical
programming problems with vanishing constraints on Hadamard manifolds, J.
Optim. Theory Appl. 199 (2023), 1–35.

[54] B. B. Upadhyay, A. Ghosh and I. M. Stancu-Minasian, Second-order optimality
conditions and duality for multiobjective semi-infinite programming problems on
Hadamard manifolds, Asia Pac. J. Oper. Res. 41 (2023): 2350019.

[55] B. B. Upadhyay, A. Ghosh and S. Treanţă, Constraint qualifications and
optimality criteria for non-smooth multiobjective programming problems on
Hadamard manifolds, J. Optim. Theory Appl. 200 (2023), 794–819.

[56] B. B. Upadhyay, A. Ghosh and I. M. Stancu-Minasian, Duality for multiobjec-
tive programming problems with equilibrium constraints on Hadamard manifolds
under generalized geodesic convexity, WSEAS Trans. Math. 22 (2023), 259–270.

[57] B. B. Upadhyay, A. Ghosh and S. Treanţă, Optimality conditions and duality for
nonsmooth multiobjective semi-infinite programming problems with vanishing
constraints on Hadamard manifolds, J. Math. Anal. Appl. 531 (2024): 127785.

[58] B. B. Upadhyay, A. Ghosh and S. Treanţă, Efficiency conditions and duality for
multiobjective semi-infinite programming problems on Hadamard manifolds, J.
Global Optim. 89 (2024), 723–744. https://doi.org/10.1007/s10898-024-01367-
3

[59] B. B. Upadhyay, A. Ghosh and S. Treanţă, Optimality conditions and duality for
non-smooth multiobjective semi-infinite programming problems on Hadamard
manifolds, Bull. Iranian Math. Soc. 49 (2023): 45.

[60] B. B. Upadhyay, L. Li and P. Mishra, Nonsmooth interval-valued multiobjec-
tive optimization problems and generalized variational inequalities on Hadamard
manifolds, Appl. Set-Valued Anal. Optim. 5 (2023), 69–84.

[61] A. I. F. Vaz and E. C. Ferreira, Air pollution control with semi-infinite program-
ming, Appl. Math. Model. 33 (2009), 1957–1969.

[62] A. Winterfeld, Application of general semi-infinite programming to lapidary cut-
ting problems, European J. Oper. Res. 191 (2008), 838–854.

[63] C. Zalinescu, Convex Analysis in General Vector Spaces, World Scientific, Hong
Kong, 2002.



202 B. B. UPADHYAY AND S. PODDAR

Manuscript received April 30 2024
revised May 2 2024

B. B. Upadhyay
Department of Mathematics, Indian Institute of Technology Patna, India

E-mail address: bhooshan@iitp.ac.in

S. Poddar
Department of Mathematics, Indian Institute of Technology Patna, India

E-mail address: subham_2321ma06@iitp.ac.in


