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some optimization problems and variational inequalities (see [3− 4, 7, 17, 24− 25] ).
In this paper, we apply the Fan-KKM Theorem to prove a fixed point theorem for
set-valued mapping in metric vector spaces, in which the considered mappings do
not necessarily hold any type of continuity. To extend the concept of fixed point,
we introduce the definition of approximating fixed point for set-valued mappings.
Then, we use the Fan-KKM Theorem again to prove an approximating fixed point
theorem, in which the considered mappings satisfy a certain type of convexity.
However, any type of continuity is not necessary. These theorems are extensions to
the set-valued case of some theorems given in [15] for single-valued mappings. We
provide some examples to demonstrate these theorems.

Since the Fan-KKM Theorem has been extended and has been generalized to
very broad underlying spaces and it has many different versions, for easy reference,
we briefly review the definition of KKM mappings and the version of the Fan-KKM
Theorem used in this paper (see [3, 19, 24− 25, 27])

Let C be a nonempty convex subset of a vector space X. A set-valued mapping
G : C → 2X\{∅} is called a KKM mapping if, for any finite subset {x1, x2, . . . , xn}
of C, we have

co {x1, x2, . . . , xn} ⊆
∪

1≤i≤n

G (xi) ,

where co {x1, x2, . . . , xn} denotes the convex hull of {x1, x2, . . . , xn}.

Fan-KKM Theorem. Let C be a nonempty closed convex subset of a Hausdorff
topological vector space X and let G : C → 2X\{∅} be a KKM mapping with closed
values. If there exists a point x∗ ∈ C such that G (x∗) is a compact subset of C,
then

∩
x∈C

G(x) ̸= ∅.

2. A fixed point theorem of set-valued mappings

2.1. The first theorem and its corollaries. Let (X, d) be a metric vector space.
For any nonempty subset A of X and any point x ∈ X, we denote

d(A, x) = inf{d(a, x) : a ∈ A}.(2.1)

d(A, x) is called the distance between x and A with respect to the metric d on
X.

Let C be a nonempty closed and convex subset of X. Let F : C → 2C be a
set-valued mapping. If x ∈ F (x), for some x ∈ C, then x is called a fixed point of
F .

Theorem 2.1. Let (X, d) be a metric vector space and let C be a nonempty closed
and convex subset of X. Let F : C → 2C be a set-valued mapping. Suppose that F
satisfies the following conditions:
(A) ∪{F (x) : x ∈ C} = C;
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(B1) For any finite subset {x1, x2, . . . , xn} ⊆ C and for any u =
∑n

i=1 αixi, in which
α1, α2, . . . , αn are positive with

∑n
i=1 αi = 1, we have

max {d (F (xj) , u)− d (xj , u) : j = 1, 2, . . . , n} ≥ 0;

(C1) There is x∗ ∈ C such that the following subset of C is compact

{y ∈ C : d (x∗, y) ≤ d (F (x∗) , y)} .
Then F has a fixed point.

Proof. We define a set-valued mapping G : C → 2C by

G(x) = {y ∈ C : d(x, y) ≤ d(F (x), y)}, for every x ∈ C.(2.2)

Since x ∈ G(x), it follows that G(x) is nonempty, for every x ∈ C. For every fixed
x ∈ C,F (x) is a fixed subset in C. We want to show that G(x) is a nonempty closed
subset of C. To this end, let w be an arbitrary given cluster point of G(x). For
any ϵ > 0, there is a y′ ∈ G(x) such that d (w, y′) < ϵ. By (2.1) and (2.2), for any
a ∈ F (x), we have

d(x,w) ≤ d
(
x, y′

)
+ d

(
w, y′

)
≤ d

(
F (x), y′

)
+ d

(
w, y′

)
≤ d

(
a, y′

)
+ d

(
w, y′

)
≤ d(a,w) + d

(
w, y′

)
+ d

(
w, y′

)
< d(a,w) + 2ϵ, for any a ∈ F (x).

It implies that d(x,w) ≤ d(F (x), w), which follows that w ∈ G(x). Hence G(x) is
closed.

Next, we show that G is a KKM mapping. To this end, for any finite subset
{x1, x2, . . . , xn} ⊆ C, let u be a convex combination of x1, x2, . . . , xn. We can
suppose that there are positive numbers α1, α2, . . . , αn with

∑n
i=1 αi = 1 such that

u =
∑n

i=1 αixi. By condition (B1) in this theorem, we have

max {d (F (xj) , u)− d (xj , u) : j = 1, 2, . . . , n} ≥ 0

It implies that there must be an integer k with 1 ≤ k ≤ n such that

d (xk, u) ≤ d (F (xk) , u) .

That is,
n∑

i=1

αixi = u ∈ G (xk) ⊆
∪

1≤j≤n

G (xj) .

This implies that G : C → 2C is a KKM mapping with nonempty closed values in
C. By condition ( C1) and by using Fan-KKM Theorem, we obtain ∩x∈C G(x) ̸= ∅.
Then, taking any y0 ∈ ∩x∈CG(x), we have

d (x, y0) ≤ d (F (x), y0) , for every x ∈ C.(2.3)

By condition (A) in this theorem, for an arbitrarily y0 ∈ ∩x∈C G(x) ⊆ C satisfying
(2.3), there is x0 ∈ C such that F (x0) ∋ y0. Substituting x0 for x in (2.3) gets

d (x0, y0) ≤ d (F (x0) , y0) = 0.
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This implies that x0 = y0 ∈ F (x0); and therefore, x0 is a fixed point of F , which
proves this theorem.

□

Corollary 2.2. Let (X, d) be a metric vector space and let C be a nonempty compact
and convex subset of X. Let F : C → 2C be a set-valued mapping. If F satisfies
conditions (A) and (B1) in Theorem 2.1, then F has a fixed point.

2.2. Examples to demonstrate Theorem 2.1. In the following examples, we
consider the most simple metric vector space (X, d) = (R, | · |). Let C be a closed
interval of R. Let F be a set-valued mapping on C. For any nonempty subset A in
R and x ∈ R, we say

x ≤ A if and only if x ≤ a, for every a ∈ A.

We can similarly define x ≥ A, x < A and x > A.

Example 2.3. Let C = [0,∞) and let F be a set-valued on C with nonempty
values satisfying

(i) F (0) ≥ 10;
(ii) 0 ≤ F (x) ≤ x, for 0 < x ≤ 5 and F (0, 5] = [0, 5];
(iii) F (x) ≥ x, for 5 < x <∞ and F (5,∞) = (5,∞).

Then
(I) F satisfies all conditions (A,B1,C1) in Theorem 2.1;
(II) F has at least one fixed point, x = 5.

Proof. Conditions (i-iii) in this example show that F satisfies condition (A) in The-
orem 2.1. We next show that F satisfies conditions (B1). For any finite subset
{x1, x2, . . . , xn} ⊆ C, let u be an arbitrary convex combination of x1, x2, . . . , xn
with u =

∑n
i=1 αixi, for some positive numbers α1, α2, . . . , αn with

∑n
i=1 αi = 1.

Suppose 0 ≤ x1 < x2 < . . . < xn < ∞. It implies that 0 ≤ x1 < u < xn < ∞.
Then, the proof of (B1) is divided to three cases:

Case 1. 0 < x1 < u ≤ 5. By F (x1) ≤ x1, we have

0 < u− x1 ≤ u− a, for all a ∈ F (x1) .

This implies that d (x1, u) ≤ d (F (x1) , u).
Case 2. 0 = x1 < u ≤ 5.

0 < u− 0 = u ≤ a− u, for all a ∈ F (0).

This implies that d(0, u) ≤ d(F (0), u).
Case 3. 5 < u < xn <∞. By F (xn) ≥ xn, we have

0 < xn − u ≤ a− u, for all a ∈ F (xn) .

This implies that d (xn, u) ≤ d (F (xn) , u).
It follows that F satisfies conditions (B1). Then, we show that F satisfies condi-

tion (C1) in Theorem 2.1. Take any point x∗ with x∗ > 5. Since F (x∗) ≥ x∗ > 0,
we have

d (F (x∗) , 0) = inf F (x∗) ≥ x∗ > 0
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It follows that

{y ∈ C : |x∗ − y| ≤ d (F (x∗) , y)} =

[
0,
x∗ + d (F (x∗) , 0)

2

]
It is a compact subset in C. So F satisfies condition (C1). □

More specifically, we have the following example, which is a special case of Ex-
ample 2.3.

Example 2.4. Let C = [0,∞). Define three continuous functions ξ, φ and ψ on
(0,∞) as follows:

ξ(x) =


1
4x, for x ∈ (0, 4]

4x− 15, for x ∈ (4, 6]

2x− 3, for x ∈ (6,∞)

φ(x) =


1
2x, for x ∈ (0, 4];

3x− 10, for x ∈ (4, 6]
3
2x− 1, for x ∈ (6,∞)

and

ψ(x) =


3
4x, for x ∈ (0, 4]

2x− 5, for x ∈ (4, 6]
5
4x− 1

2 , for x ∈ (6,∞)

ξ, ϕ, and ψ satisfy the following conditions:
(i) 0 < ξ(x) < φ(x) < ψ(x) < x, for 0 < x < 5
(ii) ξ(x) > φ(x) > ψ(x) > x, for 5 < x <∞.

Then, we define F : C → 2C by

F (x) =


[10, 16], for x = 0;
[ξ(x), φ(x)], for 0 < x ≤ 5 and x is rational;
[φ(x), ψ(x)], for 0 < x ≤ 5 and x is irrational;
[φ(x), ξ(x)], for 5 < x <∞ and x is rational;
[ψ(x), φ(x)], for 5 < x <∞ and x is irrational.

Then, we have
(I) F satisfies all conditions (A,B1,C1) in Theorem 2.1;
(II) F has one fixed point, x = 5.

Proof. As we mentioned before this example, Example 2.4 is a special case of Ex-
ample 2.3. □
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2.3. Some counter examples regarding to Theorem 2.1. In this subsection,
we give three counter examples to respectively show that every condition in Theorem
2.1 is necessary for the considered mapping to have a fixed point.

Example 2.5. Let C = [0,∞) and let F : C → 2C be the set-valued function given
in Example 2.3. Based on F , we define a set-valued function H : C → 2C by

H(x) =


F (x), for x ∈ [0,∞)\{0, 5};
[10, 15], for x = 0;

[8, 15], for x = 5.

Then
(I) H satisfies condition (B1,C1) but not (A) in Theorem 2.1;
(II) H has no fixed point.

Example 2.6. Let C = [0, 10]. Let F : C → 2C be a set-valued mapping satisfying
the following conditions:
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F (x) =


[4, 10], for x = 0;
> x, for x ∈ (0, 5);
< x, for x ∈ [5, 10);
[0, 6], for x = 10.

Then
(I) F satisfies condition (A,C1) but not (B1) in Theorem 2.1;
(II) F has no fixed point.

Proof. Since C is compact and F (0) ∪ F (10) = C, it follows that F satisfies condi-
tions (A,C1) in Theorem 2.1. We only prove that F does not satisfy condition (B1)
in Theorem 2.1. Take n = 2 with x1 = 0, x2 = 10 and u = 5. Then u is a convex
combination of {x1, x2}, which satisfies

u− x1 = x2 − u = 5,

and

d (F (x1) , u) = d (F (x2) , u) = 0.

It follows that

max {d (F (xj) , u)− d (xj , u) : j = 1, 2} = −5

This shows that F does not satisfy condition (B1) in Theorem 2.1. It is clear that
F has no fixed point. □

Example 2.7. Let C = (−∞,∞) and define F : C → 2C by

F (x) = [x− 2, x− 1], for all x ∈ C.

Then
(I) F satisfies conditions ( A,B1) but not (C1) in Theorem 2.1;
(II) F has no fixed point.

Proof. Similar to the proof of Example 2.2, we can show that F satisfies conditions
(A,B1) in Theorem 2.1. For any x ∈ (−∞,∞), from F (x) = [x− 2, x− 1], we have

{y ∈ C : |x− y| ≤ d(F (x), y)}
={y ∈ C : |x− y| ≤ |x− 1− y|}

=

[
x− 1

2
,∞

)
.

This implies that, for any x ∈ (−∞,∞), the set {y ∈ C : |x−y| ≤ d(F (x), y)} is not
compact, which proves that F does not satisfy condition (C1) in Theorem 2.1. □
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3. Approximating fixed point and an approximating fixed point
theorem of set-valued mappings in metric vector spaces

3.1. The second theorem and its corollaries.

Definition 3.1. Let C be a nonempty subset of a metric space (X, d). Let F : C →
2C be a set-valued mapping. If d(F (x), x) = 0, for some x ∈ C, then x is called an
approximating fixed point of F .

Approximating fixed points have the following properties.

1. Every fixed point of F is an approximating fixed point of F ;
2. If a set-valued mapping F : C → 2C has nonempty closed values, then, x is

an approximating fixed point of F if and only if x is a fixed point of F .

Theorem 3.2. Let (X, d) be a metric vector space and let C be a nonempty closed
and convex subset of X. Let F : C → 2C be a set-valued mapping. Suppose that F
satisfies the following conditions:

(A) ∪{F (x) : x ∈ C} = C
(B2) For any finite subset {x1, x2, . . . , xn} ⊆ C and for any u =

∑n
i=1 αixi, in

which α1, α2, . . . , αn are positive with
∑n

i=1 αi = 1, we have

max {d (F (xj) , u)− d (F (xj) , xj) : j = 1, 2, . . . , n} ≥ 0

(C2) There is x∗ ∈ C such that the following subset of C is compact

{y ∈ C : d (F (x∗) , x∗) ≤ d (F (x∗) , y)}

Then F has an approximating fixed point.

Proof. The proof of this theorem is similar to the proofs of Theorem 2.1 in this
paper and Theorem 3 in [15]. We define a set-valued mapping G : C → 2C by

G(x) = {y ∈ C : d(F (x), x) ≤ d(F (x), y)}, for every x ∈ C

It is clear that x ∈ G(x), for every x ∈ C. Since, for any fixed x ∈ C, d(F (x), ·) −
d(F (x), x) is a continuous function on C (on X ) (the proof is similar to the proof
of Theorem 2.1), it implies that, for every x ∈ C,G(x) is a nonempty closed subset
of C.

Next, we show that G is a KKM mapping. To this end, for any finite subset
{x1, x2, . . . , xn} ⊆ C, let u be a convex combination of x1, x2, . . . , xn. We can
suppose that there are positive numbers α1, α2, . . . , αn with

∑n
i=1 αi = 1 such that

u =
∑n

i=1 αixi. By condition (B2) in this theorem, we have

max {d (F (xj) , u)− d (F (xj) , xj) : j = 1, 2, . . . , n} ≥ 0

This implies that there must be an integer k with 1 ≤ k ≤ n such that

d (F (xk) , xk) ≤ d (F (xk) , u)

That is,
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n∑
i=1

αixi = u ∈ G (xk) ⊆
∪

1≤j≤n

G (xj)

This implies that G : C → 2C is a KKM mapping with nonempty closed values in
C. By condition (C2) and by using Fan-KKM Theorem, we obtain ∩x∈CG(x) ̸= ∅.
Then, taking any y0 ∈ ∩x∈CG(x), we have

d(F (x), x) ≤ d (F (x), y0) , for every x ∈ C(3.1)

By condition (A) in this theorem, for an arbitrarily selected y0 ∈ ∩x∈CG(x) ⊆ C
satisfying (3.1), there is x0 ∈ C such that F (x0) ∋ y0. Substituting x0 for x in (3.1)
gives

d (F (x0) , x0) ≤ d (F (x0) , y0) = 0

This implies that x0 is an approximating fixed point of F , which proves this theorem.
□

Corollary 3.3. Let (X, d) be a metric vector space and let C be a nonempty compact
and convex subset of X. Let F : C → 2C be a set-valued mapping. If F satisfies
conditions (A) and (B1) in Theorem 3.2, then F has an approximating fixed point.

From the properties of approximating fixed points of set-valued mappings, as a
consequence of Theorem 3.2, we have the following fixed point theorem for mappings
with nonempty closed values in metric vector spaces.

Proposition 3.4. Let (X, d) be a metric vector space and C be a nonempty closed
and convex subset of X. Let F : C → 2C be a set-valued mapping satisfying all
conditions (A,B2, C2) in Theorem 3.2. If, in addition, F has nonempty closed
values, then F has a fixed point.

In particular, Corollary 3.3 and Proposition 3.4 induce the following fixed point
theorem on nonempty compact and convex subsets of metric vector spaces.

Corollary 3.5. Let (X, d) be a metric vector space and let C be a nonempty compact
and convex subset of X. Let F : C → 2C be a set-valued mapping. If F has
nonempty closed values and satisfies conditions (A) and (B1) in Theorem 3.2, then
F has a fixed point.

3.2. Some examples to demonstrate Corollary 3.3. In this subsection, we
provide some examples to demonstrate Corollary 3.3. In the following subsection,
we will give some examples to demonstrate Theorem 3.2.

Example 3.6. Let C = [0, 10]. We define F : C → 2C by

F (x) =

 (0, 10], for x = 0;
[0, x), for 0 < x ≤ 10, and x is rational;
(x, 10], for 0 < x ≤ 10, and x is irrational.

Then, we have



108 J. LI AND G. PETRUSEL

(I) F satisfies conditions (A,B2) in Corollary 3.3;
(II) Every point in [0, 10] is an approximating fixed point of F ;
(III) F does not have fixed point.

Proof. Parts (II) and (III) are easy to see. It is clear that F satisfies condition (A)
in Corollary 3.3. Notice that

d(F (x), x) = 0, for every x ∈ [0, 10]

and

d(F (x), u) ≥ 0, for any x, u ∈ [0, 10] with u ≠ x

These prove that F satisfies conditions (B2) in Corollary 3.3. □

Example 3.7. Let C = [0, 10]. Let F : C → 2C be a set-valued mapping. Suppose
that F satisfies condition (A) in Corollary 3.3 and the values of F satisfy the
following conditions

F (x) ≤ x, for x ∈ [0, 5] and F (x) ≥ x, for x ∈ (5, 10]

Then
(I) F satisfies conditions (A,B2) in Corollary 3.3;
(II) F has at least two fixed points, x = 0 and x = 10.

Proof. Part (II) is easily seen. We only show part (I). For any x ∈ C, we have

d(F (x), x) =

{
x− supF (x), for 0 ≤ x ≤ 5
inf F (x)− x, for 5 < x ≤ 10

To prove (I), we simply take n = 2 and take arbitrary x1, u, x2 with 0 ≤ x1 < u <
x2 ≤ 10. By the above equalities, the proof of (B2) is divided into two cases.

Case 1. 0 ≤ x1 < u ≤ 5. We have

d (F (x1) , x1)

=x1 − supF (x1)

<u− supF (x1)

=d (F (x1) , u) .

Case 2. 5 < u < x2 ≤ 10. We have

d (F (x2) , x2)

= inf F (x2)− x2

< inf F (x2)− u

=d (F (x2) , u) .

These imply that F satisfies condition (B2) in Corollary 3.3. □
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Example 3.8. Let C = [0, 10]. Let F : C → 2C be a set-valued mapping. Suppose
that F satisfies condition (A) in Corollary 3.3 and the values of F satisfy the
following conditions

F (x) ≤ x, for every x ∈ [0, 10] (or F (x) ≥ x, for every x ∈ [0, 10]. )

Then
(I) F satisfies conditions (B2) in Corollary 3.3;
(II) F has at least two fixed points, x = 0 and x = 10.

Proof. The proof of this example is similar to the proof of Example 3.7 and it is
omitted. □
3.3. Some examples to demonstrate Theorem 3.2. In the previous subsec-
tion, we give some examples to demonstrate Corollary 3.3, which is a special case
of Theorem 3.2. Considering the significant difference between compact subsets
and (just) closed subsets, in this subsection, we will construct some examples to
demonstrate Theorem 3.2, in which the underlying subsets are not compact.

Example 3.9. Let C = [0,∞). Define F : C → 2C by

F (x) = [2x,∞), for every x ≥ 0.

Then
(I) F satisfies conditions (A,B2,C2) in Theorem 3.2;
(II) F has one fixed point, x = 0.

Proof. It is clear that F satisfies condition (A). To prove that F satisfies condition
(B2) in Theorem 3.2, we simply take n = 2 and take arbitrary x1, u, x2 with
0 ≤ x1 < u < x2 <∞. We have

d (F (x2) , u) = 2x2 − u > x2 = d (F (x2) , x2) .

This proves that F satisfies condition (B2). Finally, we show that F satisfies con-
dition (C2). For every x > 0, we have

{y ∈ C : d(F (x), x) ≤ d(F (x), y)} = {y ∈ C : x ≤ 2x− y} = [0, x].

This is compact, which proves that F satisfies condition (C2). It is clear that F has
a fixed point, x = 0. □
Example 3.10. Let C = [0,∞). Define F : C → 2C by

F (x) =

{
[0, 2x], for 0 ≤ x ≤ 1
[x+ 2,∞), for x > 1

Then
(I) F satisfies conditions (A,B2,C2) in Theorem 3.2,
(II) F(F ) = [0, 1],

where F(F ) denotes the collection of fixed points of F .
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Proof. We only prove that F satisfies conditions (B2,C2) in Theorem 3.2. To prove
that F satisfies condition (B2) in Theorem 3.2, we simply take n = 2 and take
arbitrary x1, u, x2 with 0 ≤ x1 < u < x2 <∞. We have the following two cases:

Case 1. 0 ≤ x1 < u < x2 ≤ 1. In this case, we have

d (F (x1) , x1) = d (F (x2) , u) = d (F (x2) , x2) = 0

Case 2. 0 ≤ x1 < u < x2 and x2 > 1. In this case, we have

d (F (x2) , u) > d (F (x2) , x2) = 2

These prove that F satisfies condition (B2). Then, we show that F satisfies condition
(C2). For every x > 1, we have

{y ∈ C : d(F (x), x) ≤ d(F (x), y)} = {y ∈ C : 2 ≤ 2x− y} = [0, 2x− 2]

This is compact, which proves that F satisfies condition (C2). It is clear that
F(F ) = [0, 1]. □
3.4. Some counter examples regarding to Theorem 3.2. In this subsection,
we give three counter examples to respectively show that every condition in Theorem
3.2 is necessary for the considered mapping to have an approximating fixed point.

Example 3.11. Let C = [0,∞). Define F : C → 2C by

F (x) = [x+ 1,∞), for every x ≥ 0

Then,
(I) F satisfies conditions (B2,C2) but not (A) in Theorem 3.2;
(II) F does not have any approximating fixed point.

Proof. It is clear to see that F does not satisfy condition (A) in Theorem 3.2. We
prove that F satisfies condition (B2) in Theorem 3.2. To this end, we simply take
n = 2 and take arbitrary x1, u, x2 with 0 ≤ x1 < u < x2 <∞. We have

d (F (x2) , u) > d (F (x2) , x2) = 1

This proves that F satisfies condition (B2). Finally, we show that F satisfies con-
dition (C2). Notice that, for every x ≥ 0, we have

{y ∈ C : d(F (x), x) ≤ d(F (x), y)} = {y ∈ C : 1 ≤ d(F (x), y)} = [0, x].

This is compact, which proves that F satisfies condition (C2). It is clear that F
does not have any approximating fixed point.

□
Example 3.12. Let C = [0, 10]. Define F : C → 2C by

F (x) =

{
[5, 10], for x = 0[
0, x2

]
, for 0 < x ≤ 10
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Then,
(I) F satisfies conditions (A,C2) but not (B2) in Theorem 3.2;
(II) F does not have any approximating fixed point.

Proof. We only prove that F does not satisfy condition (B2) in Theorem 3.2. We
simply take n = 2 and take arbitrary x1, u, x2 with 0 = x1 < u < x2 ≤ 5, we have

d (F (x1) , x1) = d(F (0), 0) = 5 > 5− u = d(F (0), u) = d (F (x1) , u) ,

and

d (F (x2) , x2) =
x2
2
> d

([
0,
x2
2

]
, u

)
= d (F (x2) , u) .

This proves that F does not satisfy condition (B2) in Theorem 3.2. It is clear that
F does not have any approximating fixed point.

□

Example 3.13. Let C = (−∞,∞). Define F : C → 2C by

F (x) = [x+ 1, x+ 2], for all x ∈ C.

Then,
(I) F satisfies conditions (A,B2) but not (C2) in Theorem 3.2;
(II) F does not have any approximating fixed point.

Proof. It is clear that F satisfies condition (A) in Theorem 3.2. Similarly to the
proof of Example 3.9, we can show that F satisfies condition (B2). Next we show
that F does not satisfy condition (C2) in Theorem 3.2. For every x ∈ C, we calculate

{y ∈ C : d(F (x), x) ≤ d(F (x), y)} = {y ∈ C : 1 ≤ d(F (x), y)}
= (−∞, x] ∪ [x+ 3,∞)

This proves that F does not satisfy condition (C2). It is clear that F does not have
any approximating fixed point. □
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