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(see [43,59,60] for the details). Then f × g is defined by the rule

⟨f × g, φ⟩ :=
∫
RD

f(x)[φ(x)g(x)] dµ(x).

The above integral makes sense via the duality between H1(RD) and BMO(RD);
see the seminal work of Fefferman and Stein [23]. Then Bonami et al. [7] successfully
illustrated the meaning of f × g. In what follows, C∞

c,0(RD) denotes the space of all
smooth functions with compact supports and the vanishing moment of order zero.

Lemma 1.1 ([7]). Let g ∈ BMO(RD). Then the mapping f 7→ gf , which is a priori
defined on C∞

c,0(RD) and takes values in S ′(RD), can be extended continuously into

a mapping from H1(RD) into S ′(RD), which is denoted by f 7→ f × g. Moreover,
for {gk}k∈N ⊂ L∞(X ) with limk→∞ gk = g almost everywhere on RD, the sequence
{f × gk}k∈N converges to f × g in S ′(RD).

The investigation of the distribution f × g was motivated by the recent devel-
opments in geometric function theory [1, 41, 42] and nonlinear elasticity [3, 58, 70];
see [7] for the details.

On Problems (ii) and (iii), Bonami et al. [7] showed that the product f × g of
f ∈ H1(RD) and g ∈ BMO(RD) can be further written as a sum of an integrable
function and a distribution in some adapted Hardy-Orlicz space HΦ(RD, µ), where

Φ(t) := t/ log(e+ t), ∀ t ∈ [0,∞),(1.1)

and dµ(x) := dx/ log(e+ |x|) for all x ∈ RD. Let

BMO+(RD) :=
{
g ∈ BMO(RD) :(1.2)

∥g∥BMO+(RD) := ∥g∥BMO(RD) + ∥g∥L1(RD) <∞
}
.

Theorem 1.2 ([7]). For any given f ∈ H1(RD), there exist two bounded linear oper-
ators: Lf from BMO(RD) into L1(RD), and Hf from BMO(RD) into HΦ(RD, µ),
and a positive constant C such that, for all g ∈ BMO(RD),

f × g = Lfg + Hfg

and

∥Lfg∥L1(RD) + ∥Hfg∥H1(RD) ≤ C∥f∥H1(RD)∥g∥BMO+(RD).

Let {ϕϵ}ϵ∈(0,∞) be an approximation to the identity and, for any ϵ ∈ (0,∞) and
suitable function f , fϵ := f ∗ ϕϵ. As a consequence of Theorem 1.2, it was shown
in [7] that the pointwise product fg of f ∈ H1(RD) and g ∈ BMO(RD) can be
approximated by the convolutions {(f × g)ϵ}ϵ∈(0,∞) of the distribution f × g.

Theorem 1.3 ([7]). Let f ∈ H1(RD) and g ∈ BMO(RD). Then, for almost every
x ∈ RD,

f(x)g(x) = lim
ϵ→0

(f × g)ϵ(x).

Remark 1.4. It was shown in [7, Corollary 1.9] that, if the pointwise product
fg of f ∈ H1(RD) and g ∈ BMO(RD) is locally integrable on RD, then fg, as a
distribution, coincides with f × g ∈ S ′(RD).
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Theorem 1.2 was further extended by Bonami and Feuto [4] to the classical

Hardy space Hp(RD) with p ∈ (0, 1). Let Λ̇D( 1
p
−1)(R

D) and ΛD( 1
p
−1)(R

D) be

the homogeneous and the inhomogeneous Lipschitz spaces respectively. For each
α ∈ (D(1− p),∞), Hp

wα(RD) is the weighted Hardy space with the weight function

wα(x) :=
1

(1 + |x|)α
, ∀x ∈ RD.

For any p ∈ ( D
D+1 , 1), Bonami and Feuto [4] obtained the following linear decom-

positions:

Hp(RD)× ΛD( 1
p
−1)(R

D) ⊂ L1(RD) +Hp(RD)(1.3)

and

Hp(RD)× Λ̇D( 1
p
−1)(R

D) ⊂ L1(RD) +Hp
wα

(RD).(1.4)

Theorem 1.3 has some applications in nonlinear PDEs, where f × g ∈ S ′(RD) is
used to justify the weak continuity properties of the pointwise product fg.

Bonami et al. [7] further conjectured whether or not the operators Lf and Hf

in Theorem 1.2 can depend linearly on f .

Conjecture 1.5 ([7]). Prove that there exist two bounded bilinear operators:

L : H1(RD)× BMO(RD) → L1(RD),

H : H1(RD)× BMO(RD) → HΦ(RD, µ),
and a positive constant C such that, for all f ∈ H1(RD) and g ∈ BMO(RD),

f × g = L (f, g) + H (f, g)

and

∥L (f, g)∥L1(RD) + ∥H (f, g)∥HΦ(RD,µ) ≤ C∥f∥H1(RD)∥g∥BMO+(RD).

Recently, using wavelet tools and bilinear estimates of paraproducts, Bonami et
al. [6] affirmatively confirmed the above conjecture in a sharp manner, where the
aforementioned Hardy-Orlicz space HΦ(RD, µ) can be replaced by a smaller space
H log(RD), which is a special case of Musielak-Orlicz-type Hardy spaces originally
introduced by Ky [47]. Bonami et al. [6] further showed that H log(RD) is optimal
in the sense that it can not be replaced by a smaller space by using the main
theorem of Nakai and Yabuta [59]; see [6, 47] for more details. For more properties
on Musielak-Orlicz-type Hardy spaces, we refer the reader to [37,47,53–56,64] (see
also the monograph [63] for a complete theory of Musielak-Orlicz-Hardy spaces).

To be precise, Bonami et al. [6] showed that f × g can be decomposed into
a sum of two bilinear bounded operators, respectively, from H1(RD) × BMO(RD)
into L1(RD) and from H1(RD)×BMO(RD) into H log(RD). As a consequence, they
obtained an optimal endpoint estimate involving the spaceH log(RD) for the div-curl
lemma related to an implicit conjecture from [7] (see also [5,6]). Moreover, the above
decomposition of the products plays essential roles in establishing the bilinear or the
subbilinear decompositions, respectively, for the linear or the sublinear commutators
of singular integrals by Ky [46]; see [48, 50] for more applications of the above
decompositions.
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On the other hand, for local cases, let hp(RD) with p ∈ (0, 1] be the local Hardy
space in the sense of Goldberg [30], bmo (RD) the local BMO space and hΦ∗ (RD)
a variant of the local Orlicz-Hardy space associated to Φ as in (1.1), which was
introduced in [4]. Bonami et al. [4] obtained linear decompositions of the products
of the local Hardy spaces and their dual spaces. Precisely, Bonami et al. [4] showed
that

h1(RD)× bmo (RD) ⊂ L1(RD) + hΦ∗ (RD)(1.5)

and, for any p ∈ (0, 1),

hp(RD)× ΛD( 1
p
−1)(R

D) ⊂ L1(RD) + hp(RD),(1.6)

where both the decompositions in (1.5) and (1.6) are linear only with respect to the
functions from bmo (RD) or from Λα(RD).

Later, Cao et al. [8] improved the above results in [4, 6, 7] by investigating the
bilinear decompositions of the products of local Hardy spaces hp(RD) and their dual
spaces in the case when p < 1 and near to 1.

By the celebrating work of Fefferman and Stein [23], it is well known that the
Hardy space H1(RD) is essentially associated to the Laplace operator ∆. In the past
two decades, many researchers turned their attentions to Hardy spaces associated
to operators other than ∆ over various settings; see, for example, [20–22, 62, 67].
To be precise, Shen [62] triggered the study of harmonic analysis associated to
Schrödinger operators. Dziubański and Zienkiewicz [22] established the character-
izations of the Hardy space H1

L(RD) associated to the Schrödinger operator L via
atoms, the maximal function defined by the semigroup generated by L and the
Riesz transforms ∇L−1/2. Dziubański et al. [21] proved that the dual space of
H1

L(RD) is the BMO type space BMOL(RD) associated to L, and presented some
applications. Later, Duong and Yan [18] obtained the molecular and the Lusin-
area function characterizations of Hardy spaces H1

L(RD) associated to L with heat
kernel bounds, including the Schrödinger operator with non-negative potential as a
special case. The maximal function characterization, via the semigroup generated
by L, and the atomic characterization for the Hardy space H1

L(RD) associated to
the degenerate Schrödinger operator L were established by Dziubański [20].

For the product f × g of f ∈ H1
L(RD) and g ∈ BMOL(RD), Li and Peng [52]

proved that f × g, regarded as a distribution, can be written into a sum of two
parts: one lies in L1(RD) and the other belongs to some weighted Hardy-Orlicz
space associated to L. Ky [48] essentially improved the above result by proving that
the product of two functions f ∈ H1

L(RD) and g ∈ BMOL(RD) can be written into

a sum of two bilinear operators, which map boundedly from H1
L(RD)×BMOL(RD)

to L1(RD), and to the optimal Hardy-Orlicz space H log(RD), respectively. This
bilinear decomposition also motivated the study of the endpoint boundedness of
commutators of singular integrals associated to L in [50].

We know that many classical results of harmonic analysis on Euclidean spaces
can be extended naturally to spaces of homogeneous type in the sense of Coifman
and Weiss [13, 14], or on the RD-space that was introduced by Han, Müller and
Yang [36].
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Recall that a space of homogeneous type, (X , d, µ), in the sense of Coifman and
Weiss [13,14] is a quasi-metric space (X , d) equipped with a non-negative measure µ
satisfying the followingmeasure doubling condition: there exists a universal constant
C(X ) ∈ [1,∞) such that, for all balls B(x, r) := {y ∈ X : d(x, y) < r} with
(x, r) ∈ X × (0,∞),

µ(B(x, 2r)) ≤ C(X )µ(B(x, r)).

Equivalently, there exists a positive constant C̃(X ) such that, for any λ ∈ [1,∞),

µ(B(x, λr)) ≤ C̃(X )λ
nµ(B(x, r))(1.7)

with n := log2C(X ). Let

n0 := inf{n ∈ (0,∞) : n satisfies (1.7)}.(1.8)

Notice that n0 can be regarded as the dimension of X , n0 ≤ n and (1.7) may not
be true if n is replaced by n0.

Recall that a metric measure space of homogeneous type, (X , d, µ), is a space of
homogeneous type with d being a metric and, moreover, an RD-space (X , d, µ) is a
space of homogeneous type, which satisfies the following additional reverse doubling

condition (see [35, 36]): there exist positive constants a0, Ĉ(X ) ∈ (1,∞) such that,
for all balls B(x, r) with x ∈ X and r ∈ (0, diam (X )/a0),

µ(B(x, a0r)) ≥ Ĉ(X )µ(B(x, r))

(see [66] for some equivalent characterizations of RD-spaces), here and hereafter,

diam (X ) := sup{d(x, y) : x, y ∈ X}.

Let (X , d, µ) be a space of homogeneous type. Coifman and Weiss [14] introduced
the atomic Hardy space Hp, q

at (X ) for all p ∈ (0, 1] and q ∈ [1,∞]∩ (p,∞] and proved
that Hp, q

at (X ) is independent of the choice of q, which is simply denoted by Hp
at(X )

hereafter, and that its dual space is the Lipschitz space Lip1/p−1(X ) when p ∈ (0, 1),

or the space BMO(X ) when p = 1.
Moreover, under an additional assumption that there exists a specific generalized

approximation of the identity, Duong and Yan [19] developed a theory of new BMO-
type function spaces on spaces of homogeneous type.

On any RD-space (X , d, µ) with d being a metric, for p ∈ ( n0
n0+1 , 1] with n0 as in

(1.8), Han et al. [35] established a Littlewood-Paley theory for atomic Hardy spaces
Hp

at(X ); Grafakos et al. [33] obtained their characterizations via various maximal
functions. Moreover, it was proved in [36] that these Hardy spaces identified with
some special cases of Triebel-Lizorkin spaces on (X , d, µ). In order to develop a
real-variable theory of Hardy spaces or, more generally, Besov spaces and Triebel-
Lizorkin spaces on RD-spaces, some basic tools, including spaces of test functions,
approximations of the identity and various Calderón reproducing formulae on RD-
spaces were well developed in [35, 36]. From then on, these basic tools play crucial
roles in harmonic analysis on RD-spaces; see, for example, [32,34–36,44,45,65,66].

Let (X , d, µ) be an RD-space. The problem about the product of f ∈ H1
at(X )

and g ∈ BMO(X ) was first studied by Feuto [25]. In [25], Feuto showed that the
product of f ∈ H1

at(X ) and g ∈ BMO(X ), viewed as a distribution, can be written
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as a sum of an integrable function and a distribution in some adapted Hardy-Orlicz
space HΦ(X , ν) with Φ as in (1.1).

Theorem 1.6 ([25]). Let (X , d, µ) be an RD-space. Then, for any f ∈ H1
at(X ) and

g ∈ BMO(X ), the product f×g can be given a meaning in the sense of distributions.
Moveover, there exist two bounded linear operators: Lf from BMO(X ) into L1(X )

and Hf from BMO(X ) into HΦ(X , ν), and a positive constant C such that, for all
g ∈ BMO(X ),

f × g = Lfg + Hfg

and

∥Lfg∥L1(X ) + ∥Hfg∥HΦ(X ,ν) ≤ C∥f∥H1
at(X )∥g∥BMO+(X ),

where Φ is as in (1.1), dν(x) := dµ(x)
log(e+d(x1,x))

for all x ∈ X and x1 is a fixed point

of X .

Recently, Ky [49] improved the above result via showing that the product f × g
can be written into a sum of two linear operators and via replacing the Hardy-
Orlicz space HΦ(X , ν) by some Musielak-Orlicz-type Hardy space H log(X ) which
is a subspace of the above Hardy-Orlicz space and is known to be optimal even on
Euclidean spaces.

Theorem 1.7 ([49]). Let (X , d, µ) be an RD-space. Then, for every f ∈ H1
at(X ),

there exist two bounded linear operators: Lf from BMO(X ) into L1(X ) and Hf

from BMO(X ) into H log(X ), and a positive constant C such that, for all g ∈
BMO(X ),

f × g = Lfg + Hfg

and

∥Lfg∥L1(X ) + ∥Hfg∥Hlog(X ) ≤ C∥f∥H1
at(X )∥g∥BMO+(X ).

A. Bonami and F. Bernicot further conjectured that f × g can be written into a
sum of two bilinear operators, which was presented by Ky in [49, p. 809, Conjecture].

Conjecture 1.8 ([49]). Let (X , d, µ) be an RD-space. Prove that there exist two
bounded bilinear operators:

L : H1
at(X )× BMO(X ) → L1(X ), H : H1

at(X )× BMO(X ) → H log(X )

and a positive constant C such that, for all f ∈ H1
at(X ) and g ∈ BMO(X ),

f × g = L (f, g) + H (f, g)

and

∥L (f, g)∥L1(X ) + ∥H (f, g)∥Hlog(X ) ≤ C∥f∥H1
at(X )∥g∥BMO+(X ).

Recently, Auscher and Hytönen [2] built an orthonormal basis of Hölder contin-
uous wavelets with exponential decay on spaces of homogeneous type, which paved
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the way for one to confirm Conjecture 1.8. Fu and Yang [26] obtained an uncondi-
tional basis of H1

at(X ) and several equivalent characterizations of H1
at(X ) in terms

of wavelets. Fu et al. [27] further proved the bilinear decompositions:

H1
at(X )× BMO(X ) ⊂ L1(X ) +H log(X ),

where H log(X ) is a space of Musielak-Orlicz-type, which affirmatively confirms Con-
jecture 1.8. These bilinear decompositions stimulated the investigation of bilinear
decompositions of commutators in [57].

Later, under an additional assumption that there exists a specific generalized
approximation of the identity (see Assumption 4.14 below), Fu and Yang [28] es-
tablished a local version of [27, Theorem 1.7] on RD-spaces.

This article is organized as follows.
In Section 2, we summarise the bilinear decompositions for products of functions

in H1(RD) and BMO(RD) and their applications on Euclidean spaces. This sec-
tion is divided into four parts. In Subsections 2.1 and 2.2, we review the bilinear
decompositions of products of functions in H1(RD) and BMO(RD), which confirms
Conjecture 1.5, and their applications to div-curl lemmas and the bilinear and the
subbilinear decompositions, and the endpoint boundedness of commutators. Sub-
sections 2.3 and 2.4 are devoted to reviewing the bilinear decompositions of products
of functions in H1

L(RD) and BMOL(RD) associated to the Schrödinger operator L,
and their applications to the bilinear and the subbilinear decompositions, and the
endpoint boundedness of commutators associated to the Schrödinger operator L.

Section 3 aims to recall the bilinear decompositions for products of functions in
hp(RD) and Lipschitz spaces ΛD(1/p−1)(RD) and their applications to the div-curl
lemmas.

Section 4 is divided into two parts. In the first part, we give a survey of bilinear
decompositions of products of functions in H1

at(X ) and BMO(X ) and their appli-
cations on spaces of homogeneous type. This part is further decomposed into three
subsections. In Subsection 4.1, we review the bilinear decompositions of products
of functions in H1

at(X ) and BMO(X ). In Subsection 4.2, we summarize the bilinear
decompositions of products of functions in H1

ρ (X ) and BMOρ(X ) associated to the
admissible function ρ. Subsection 4.3 is devoted to reviewing the applications of
the bilinear decompositions in Subsection 4.1 to the endpoint boundedness of com-
mutators. Observe that there exists a gap in the proof of [27, Theorem 1.7] (see
Theorem 4.9 below), which can be sealed with some minor modifications that will
be presented elsewhere. In Subsection 4.4, we give a new proof of Theorem 4.9.

Some further remarks, including some open questions on spaces of homogeneous
type, or even on Euclidean spaces, are presented in Section 5.

2. Products of functions in H1(RD) and BMO(RD)

In this section, we review the bilinear decompositions for products of functions
in H1(RD) and BMO(RD) and their applications.

2.1. Bilinear decompositions for products of functions in H1(RD) and
BMO(RD). In this subsection, we introduce bilinear decompositions for products of
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functions inH1(RD) and BMO(RD) and their applications to the endpoint estimate
involving the space H log(RD) for the div-curl lemma.

We first recall the notions of Hardy spaces from [23]. For every m ∈ N, f ∈
S ′(RD) and x ∈ RD, let

f∗m(x) := sup
φ∈Sm(RD)

sup
|y−x|<t
t∈(0,∞)

|f ∗ φt(y)| ,

here and hereafter

Sm(RD) :=

φ ∈ S (RD) : sup
x∈RD

|α|≤m+1

[
(1 + |x|)(m+2)(n+1) |∂αxφ(x)|

]
≤ 1

 .(2.1)

The Hardy space Hp(RD) is defined by setting

Hp(RD) :=
{
f ∈ S ′(RD) : ∥f∥Hp(RD) := ∥f∗m∥Lp(RD) <∞

}
,

here and hereafter, for any t ∈ (0,∞) and x ∈ RD, φt(x) := 1
tnφ(

x
t ) and the

subscript m > ⌊D(1/p − 1)⌋ is always omitted. Recall that, for any s ∈ R, ⌊s⌋
denotes the biggest integer which is not bigger than s.

For the Hardy space Hp(RD), one of its most important properties is its atomic
characterization, which was first established by Coifman [11] forD = 1 and extended
by Latter [51] to D > 1.

Definition 2.1. Let p ∈ (0, 1], q ∈ [1,∞) ∩ (p,∞] and Q be a cube in RD. A
function a ∈ Lq(RD) is called a (p, q)-atom related to Q if

(i) supp (a) ⊂ Q;

(ii) ∥a∥Lq(RD) ≤ |Q|
1
q
− 1

p ;

(iii) if |Q| < 1, then
∫
RD x

αa(x) dx = 0 for any α ∈ Zn+ with |α| ≤ ⌊D(1p − 1)⌋.

The following result establishes the atomic characterization of the Hardy space
Hp(RD) for any p ∈ (0, 1].

Theorem 2.2 ( [11, 51]). Let p ∈ (0, 1], q ∈ [1,∞) ∩ (p,∞] and f ∈ Hp(RD).
Then there exist a family {aj}∞j=1 of (p, q)-atoms and {λj}∞j=1 ⊂ C such that f =∑∞

j=1 λjaj in S ′(RD). Moreover, there exists a positive constant C, independent
of f , such that

1

C
∥f∥Hp(RD) ≤

 ∞∑
j=1

|λj |p
 1

p

≤ C∥f∥Hp(RD).

The Musielak-Orlicz function θ is defined by setting, for all x ∈ RD and t ∈ (0,∞),

θ(x, t) :=
t

log(e+ |x|) + log(e+ t)
.

The Musielak-Orlicz space Llog(RD) is defined as the space of all measurable
functions f such that ∫

RD

θ(x, |f(x)|) dx <∞
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and the quasi-norm of f in Llog(RD) is defined by setting

∥f∥Llog(RD) := inf

{
λ ∈ (0,∞) :

∫
RD

θ

(
x,

|f(x)|
λ

)
dx ≤ 1

}
.

Then we recall the notions of the Hardy-type space H log(RD). We first recall
the grand maximal function of a distribution f ∈ S ′(RD) as follows. Let F be the
class of all functions ϕ in S (RD) satisfying

|ϕ(x)|+ |∇ϕ(x)| ≤ (1 + |x|)−(D+1).

For any t ∈ (0,∞), let ϕt(x) := t−Dϕ(x/t) for all x ∈ RD. Then

Mf(x) := sup
ϕ∈F

sup
t∈(0,∞)

|f ∗ ϕt(x)| .(2.2)

The Musielak-Orlicz Hardy space H log(RD) is defined by setting

H log(RD) :=
{
f ∈ S ′(RD) : ∥f∥Hlog(RD) := ∥Mf∥Llog(RD) <∞

}
.

We first state the result in [6, Theorem 1.1], which confirms Conjecture 1.5.
Recall that BMO+(RD) is defined as in (1.2).

Theorem 2.3 ([6]). There exist two bounded bilinear operators

L : H1(RD)× BMO(RD) → L1(RD)

and

H : H1(RD)× BMO(RD) → H log(RD),
and a positive constant C such that, for all f ∈ H1(RD) and g ∈ BMO(RD),

f × g = L (f, g) + H (f, g) in S ′(RD)

and

∥L (f, g)∥L1(RD) + ∥H (f, g)∥Hlog(RD) ≤ C∥f∥H1(RD)∥g∥BMO+(RD).

The following result from [6, Theorem 1.2] gives an optimal endpoint estimate
involving the space H log(RD) for the div-curl lemma, which sharpens a known result
in [5, Theorem 1.2]. Let

H1(RD; RD) :=
{
F := (F1, . . . , FD) : for any i ∈ {1, . . . , D}, Fi ∈ H1(RD)

}
and, for any F ∈ H1(RD; RD), let

∥F∥H1(RD;RD) :=

[
n∑
i=1

∥Fi∥2H1(RD)

] 1
2

.

The vector-valued BMO space BMO(RD;RD) is defined by setting

BMO(RD;RD) :=
{
G := (G1, . . . , GD) :

for any i ∈ {1, . . . , D}, Gi ∈ BMO(RD)
}
.
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Theorem 2.4 ([6]). Let F ∈ H1(RD,RD) and G ∈ BMO(RD,RD) be two vector
fields such that curlF = 0 and divG = 0. Then the scalar product F ·G ∈ H log(RD)
in the distribution sense and there exists a positive constant C, independent of F
and G, such that

∥F ·G∥Hlog(RD) ≤ C ∥F∥H1(RD;RD) ∥G∥BMO(RD;RD) .

2.2. Bilinear decompositions and commutators of singular integral oper-
ators on RD. This subsection is devoted to the summarization of conclusions on
bilinear decompositions and commutators of singular integral operators on RD.

We first recall the notions of Calderón-Zygmund operators from [31]; see also [46].

Definition 2.5. Let δ ∈ (0, 1]. A continuous function

K :
{
RD × RD

}
\ {(x, x) : x ∈ RD} → C

is called a δ-Calderón-Zygmund kernel if there exists a positive constant C(K),

depending on K, such that, for all x, y ∈ RD with x ̸= y,

|K(x, y)| ≤
C(K)

|x− y|D

and, for all x, x̃, y ∈ RD with 2|x− x̃| ≤ |x− y|,

|K(x, y)−K (x̃, y)|+ |K(y, x)−K (y, x̃)| ≤ C(K)
|x− x̃|δ

|x− y|D+δ
.

A linear operator T : S (RD) → S ′(RD) is called a δ-Calderón-Zygmund op-
erator if T can be extended to a bounded linear operator on L2(RD) and if there
exists a δ-Calderón-Zygmund kernel K such that, for all f ∈ C∞

c (RD) (the space of
all smooth functions with compact supports) and all x ̸∈ supp (f),

Tf(x) :=

∫
RD

K(x, y)f(y) dy.

T is called a Calderón-Zygmund operator if T is a δ-Calderón-Zygmund operator
for some δ ∈ (0, 1].

In what follows, for any Calderón-Zygmund operator T and its adjoint oper-
ator T ∗, T ∗1 = 0 and T1 = 0 represent, respectively,

∫
RD Ta(x) dx = 0 and∫

RD T
∗a(x) dx = 0 for all (1,∞)-atoms a. Let b be a locally integrable function

on RD. Then T ∗b = 0 means that
∫
RD b(x)Ta(x) dx = 0 for all (1,∞)-atoms a.

The theory of commutators of singular integrals, originated from the work of
Coifman et al. [12], has been a vital part of the theory of singular integrals, which
attracts a lot of attentions and has important appplications in harmonic analysis
and partial differential equations; see, for example, [9, 10, 12, 24, 46]. Coifman et
al. [12] showed that the commutator [b, T ] of a Calderón-Zygmund operator T with
a function b ∈ BMO(RD), defined by setting

[b, T ](f)(x) := b(x)T (f)(x)− T (bf)(x), ∀x ∈ RD,

is bounded on Lp(RD) for all p ∈ (1,∞). From then on, there appeared a lot of
literatures on the boundedness of commutators on various kinds of function spaces
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over different underlying spaces and their applications; see [17, 29, 31] for some
classical results and fundamental tools in the theory of commutators.

We now recall a wavelet basis on RD from [15]; see also [8]. Choose the father
and the mother wavelets ϕ, ψ ∈ Ck(R) (the set of all functions with continuous

derivatives up to order k) with compact supports such that ϕ̂(0) = (2π)−1/2 and,
for each l ∈ {0, . . . , k}, ∫

R
xlψ(x) dx = 0,

where ϕ̂ denotes the Fourier transform of ϕ, namely, for any ξ ∈ RD,

ϕ̂(ξ) := (2π)−n/2
∫
RD

e−ixξϕ(x) dx.

The extension of the above wavelets from 1 dimension to D-dimension can be
realized by the standard procedure of tensor products. Precisely, let

θ⃗D := (

D times︷ ︸︸ ︷
0, . . . , 0) and E := {0, 1}D \ {θ⃗D}.

Let D0 be the set of all dyadic cubes in RD with side lengths not bigger than 1, that
is, for any I ∈ D0, there exist j ∈ Z+ and k := {k1, . . . , kD} ∈ Zn such that

I := Ij, k := {x ∈ RD : ki ≤ 2jxi < ki + 1 for any i ∈ {1, . . . , D}}.(2.3)

There exist two families {ϕI}I∈D0 and {ψλI }I∈D0, λ∈E such that, for any j ∈ Z+,

k ∈ ZD (with I = Ij, k ∈ D0 as in (2.3)), λ ∈ E ∪ {θ⃗D} and x ∈ RD,

Ψλ
I (x) := Ψλ

Ij, k
(x) :=


ϕIj, k(x) when j = 0, k ∈ ZD and λ = θ⃗D,

ψλIj−1, k
(x) when j ∈ N, k ∈ ZD and λ ∈ E,

0 otherwise,

{Ψλ
I }I∈D0, λ∈E∪{θ⃗D} forms an orthonormal basis of L2(RD). Moreover, for any j ∈

Z+, let Vj be the closed subspace of L2(RD) spanned by {ϕI}|I|=2−jn . It is known

that {Vj}j∈Z+ is an MRA; see [8] for more details.

In what follows, let L1,∞(RD) be the weak L1(RD) space defined by setting

L1,∞(RD) :=

{
f measurable :

∥f∥L1,∞(RD) := sup
t∈(0,∞)

[
tµ

({
x ∈ RD : |f(x)| > t

})]
<∞

}
.

Let K be the set of all sublinear operators T bounded from H1(RD) into L1(RD)
and from L1(RD) into L1,∞(RD) satisfying that there exists a positive constant C
such that, for all g ∈ BMO(RD) and (1,∞)-atoms a,

∥(g − gB)Ta∥L1(RD) ≤ C∥g∥BMO(RD),

where gB := 1
|B|

∫
B g(x) dx. The sublinear commutator [b, T ] is defined by setting

[b, T ](f)(x) := T ([b(x)− b(·)] f(·)) (x), ∀x ∈ RD.
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In what follows, the bilinear operator S is defined by setting

S(f, g) := −
∑
I∈D0

∑
λ∈E

⟨
f, Ψλ

I

⟩⟨
g, Ψλ

I

⟩(
Ψλ
I

)2
.

The following subbilinear decomposition of [g, T ](f) was claimed in [46, Theorem
3.1] without assuming that T is bounded from L1(RD) into L1,∞(RD), whose proof
has a gap; see [63, Theorem 11.2.7] for the following corrected version.

Theorem 2.6 ([46, 63]). Let T ∈ K be linear. Then there exists a bounded sub-
bilinear operator R := RT : H1

at(X ) × BMO(RD) → L1(RD) such that, for all
f ∈ H1(RD) and g ∈ BMO(RD),

|T (S (f, g))| − R (f, g) ≤ |[g, T ] (f)| ≤ |T (S (f, g))|+R (f, g)

almost everywhere on RD.

As an application of Theorem 2.6, Ky [46, Corollary 3.1] showed that [g, T ] is
bounded from H1(RD) into L1,∞(RD).

Corollary 2.7 ([46]). Let T ∈ K. Then the subbilinear operator, defined by setting

B (f, g) := [g, T ] (f)

with (f, g) ∈ H1(RD) × BMO(RD), is bounded from H1(RD) × BMO(RD) into
L1,∞(RD) and there exists a positive constant such that, for all (f, g) ∈ H1(RD)×
BMO(RD),

∥B (f, g)∥L1,∞(RD) ≤ C∥f∥H1(RD)∥g∥BMO(RD).

Particularly, the commutator [g, T ] is bounded from H1(RD) into L1,∞(RD).

When T ∈ K is linear, the bilinear decomposition of [g, T ](f) was obtained in [46,
Theorem 3.1].

Theorem 2.8 ([46]). Let T ∈ K be linear. Then there exists a bounded bilinear

operator R̃ := R̃T : H1(RD) × BMO(RD) → L1(RD) such that, for all (f, g) ∈
H1(RD)× BMO(RD),

[g, T ] (f) = R̃ (f, g) + T (S (f, g))

holds true almost everywhere on RD.

Then we display the result from [46, Theorem 3.3] (see also [63, Theorem 11.3.4])
that [g, T ] is bounded from the Hardy-type space H1

g (RD) into L1(RD), where

H1
g (RD) was original defined in [46, p. 2933] which is recalled as follows.

Definition 2.9. Let g be a non-constant BMO(RD)-function. A function f in
H1(RD) is said to belong to the Hardy-type space H1

g (RD) if [g,M](f), defined by
setting

[g,M](f)(x) := M (g(x)f(·)− g(·)f(·)) (x), ∀x ∈ RD,
belongs to L1(RD), where M is as in (2.2). Moreover, the norm of f in H1

g (RD) is
defined by setting

∥f∥H1
g (RD) := ∥f∥H1(RD)∥g∥BMO(RD) + ∥[g,M](f)∥L1(RD).
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Corollary 2.10 ([46,63]). Let g be a non-constant BMO(RD)-function and T ∈ K.
Then the commutator [g, T ] is bounded from H1

g (RD) into L1(RD) and there exists

a positive constant C such that, for all f ∈ H1
g (RD),

∥[g, T ](f)∥L1(RD) ≤ C∥f∥H1
g (RD).

Remark 2.11. By [46, Remark 5.1], we know that, for every Calderón-Zygmund
operator T and g ∈ BMO(RD), [g, T ] is bounded from H1

g (RD) into L1(X ). More-

over, H1
g (RD) is the biggest space having this property.

Ky [46, Theorem 3.4] (see also [63, Theorem 11.4.10]) also gave the following
strongly bilinear estimates which improve Corollary 2.7.

Theorem 2.12 ([46,63]). Let T be a linear operator in K. Assume that I ∈ N, Ai
and Bi with i ∈ {1, . . . , I} are Calderón-Zygmund operators which are bounded on
L2(RD) and Ai1 = A∗

i 1 = 0 = Bi1 = B∗
i 1. Suppose that, for all f, g ∈ L2(RD),∫

X

[
I∑
i=1

Aif(x) ·Big(x)

]
dµ(x) = 0.

Then the bilinear operator I, defined by setting I(f, g) :=
∑I

i=1[Big, T ](Aif), is
bounded from H1(RD)×BMO(RD) into L1(RD) and there exists a positive constant
C such that, for all (f, g) ∈ H1(RD)× BMO(RD),

∥I(f, g)∥L1,∞(RD) ≤ C∥f∥H1(RD)∥g∥BMO(RD).

It was shown in [46, Theorem 3.5] (see also [63, Theorem 11.4.11]) that the linear
commutator [b, T ] is bounded from H1

g (RD) into h1(RD) (see [30] or (3.2) below for

the definition of h1(RD)).

Theorem 2.13 ([46, 63]). Let g be a non-constant BMO(RD)-function and let T
be a Calderón-Zygmund operator, which is bounded on L2(RD), satisfying T ∗1 =
T ∗g = 0. Then the commutator [b, T ] maps continuously from H1

g (RD) into h1(RD)
and, moreover, there exists a positive constant C such that, for all f ∈ H1

g (RD),

∥[g, T ](f)∥h1(RD) ≤ C∥f∥H1
g (RD).

Moreover, [46, Theorem 3.6] (see also [63, Theorem 11.4.12]) provides a sufficient
condition that the linear commutator [b, T ] maps continuously from H1

g (RD) into

H1(RD).

Theorem 2.14 ([46, 63]). Let g be a non-constant BMOlog(RD)-function and let
T be a Calderón-Zygmund operator, which is bounded on L2(RD), satisfying T ∗1 =
T ∗g = 0. Then the commutator [b, T ] maps continuously from H1

g (RD) into H1(RD)
and, moreover, there exists a positive constant C such that, for all f ∈ H1

g (RD),

∥[g, T ](f)∥H1(RD) ≤ C∥f∥H1
g (RD).
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2.3. Bilinear decompositions for products of functions in H1
L(RD) and

BMOL(RD). In this subsection, we display the results in Ky [48] of the bilin-
ear decompositions for products of functions in H1

L(RD) and BMOL(RD), where
L := −△ + V is the Schrödinger operator associated to a non-negative potential
V ̸= 0. A non-negative locallly integrable potential V is said to belong to the re-
verse Hölder class RHq(RD), q ∈ (1,∞), if there exists a positive constant C such
that, for all balls B of RD,{

1

|B|

∫
B
[V (x)]q dx

}1/q

≤ C

|B|

∫
B
V (x) dx.

Let us now recall the notions of the Hardy space H1
L(RD) and the BMO space

BMOL(RD) associated to the Schrödinger operator L. Let {Tt}t∈(0,∞) be a semi-
group generated by L and {Tt(·, ·)}t∈(0,∞) their kernels, that is, for all t ∈ (0,∞),

f ∈ L2(RD) and x ∈ RD,

Ttf(x) := e−tLf(x) :=

∫
RD

Tt(x, y)f(y) dy.

A function f ∈ L2(RD) is said to belong to the space H1
L(RD) if

∥f∥H1
L(RD) := ∥MLf∥L1(RD) <∞,

where MLf(x) := supt∈(0,∞) |Ttf(x)| for all x ∈ RD. The Hardy-type space H1
L(RD)

is defined as the completion of H1
L(RD) with respect to the above norm.

In what follows, for any x ∈ RD and r ∈ (0,∞), let

B(x, r) :=
{
y ∈ RD : |x− y| < r

}
.

It was shown in [21, Theorem 4] that the dual space of H1
L(RD) is the BMO-type

space BMOL(RD) which consists of all functions in BMO(RD) such that

∥f∥BMOL(RD) := ∥f∥BMO(RD)

+ sup
x∈RD, r∈[ρ(x),∞)

1

|B(x, r)|

∫
B(x,r)

|f(y)| dy <∞,

where ρ is an admissible function defined by setting

ρ(x) := sup

{
r ∈ (0,∞) :

1

rd−2

∫
B(x,r)

V (y) dy ≤ 1

}
.

The following [48, Theorem 1.1] essentially improves the conclusion of [52, The-
orem 1].

Theorem 2.15 ([48]). There exist two bounded bilinear operators:

LL : H1
L(RD)× BMOL(RD) → L1(RD),

HL : H1
L(RD)× BMOL(RD) → H log(RD),

and a positive constant C such that, for all f ∈ H1(RD) and g ∈ BMO(RD),

f × g = LL(f, g) + HL(f, g)
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and

∥LL(f, g)∥L1(RD) + ∥HL(f, g)∥Hlog(RD) ≤ C∥f∥H1
L(RD)∥g∥BMOL(RD).

Analogous to [7, Theorem 1.8], Ky [48] showed that the following result, associ-
ated with the Schrödinger operator, also holds true.

Theorem 2.16 ([48]). Let f ∈ H1
L(RD) and g ∈ BMOL(RD). Then, for almost

every x ∈ RD,

f(x)g(x) = lim
ϵ→0

(f × g)ϵ(x).

2.4. Endpoint estimates for commutators of singular integrals associated
to Schrödinger operators on RD. This subsection aims to summarize the end-
point boundedness of commutators associated to the Schrödinger operator L via
bilinear decompositions discussed in Subsection 2.3.

Let q ∈ (1,∞] and ϵ ∈ (0,∞). Recall that a function a is called a generalized
(H1

L(RD), q, ϵ)-atoms related to the ball B(x0, r) with (x0, r) ∈ RD × (0,∞) if

i) supp (a) ⊂ B(x0, r);

ii) ∥a∥Lq(RD) ≤ |B(x0, r)|1/q−1;

iii) |
∫
RD a(x) dµ(x)| ≤ [ r

ρ(x0)
]ϵ.

Let KL be the set of all sublinear operators T which map continuously from
H1

L(RD) into L1(RD) and satisfy that there exist q ∈ (1,∞] and ϵ ∈ (0,∞) such
that, for any g ∈ BMO(RD) and generalized (H1

L(RD), q, ϵ)-atom a related to a ball
B, ∥(g − gB)Ta∥L1(X ) ≤ C, where C is a positive constant independent of g and a.

Let g ∈ L1
loc (RD) and T ∈ KL. The sublinear commutator [g, T ] is defined by

setting

[g, T ](f)(x) := T ([b(x)− b(·)] f(·)) (x), ∀x ∈ RD.
The following subbilinear decomposition of [g, T ](f) was obtained in [50, Theorem

3.1].

Theorem 2.17 ([50]). Let T ∈ KL be bounded from L1(RD) into L1,∞(RD). Then
there exists a bounded subbilinear operator R := RT : H1

L(RD) × BMO(RD) →
L1(RD) such that, for all f ∈ H1

L(RD) and g ∈ BMO(RD),

|T (S (f, g))| − R (f, g) ≤ |[g, T ] (f)| ≤ |T (S (f, g))|+R (f, g)

almost everywhere on RD, where S : H1
L(RD)×BMO(RD) → L1(RD) is a bilinear

operator.

Applying Theorem 2.17, Ky [50, Proposition 3.1] showed that [g, T ](f) is bounded
from H1

L(RD) to L1,∞(RD).

Corollary 2.18 ([50]). Let T ∈ KL be bounded from L1(RD) into L1,∞(RD). Then
the subbilinear operator B(f, g), defined by setting

B (f, g) := [g, T ] (f)

with (f, g) ∈ H1
L(RD) × BMO(RD), is bounded from H1

L(RD) × BMO(RD) into

L1,∞(RD) and, moreover, there exists a positive constant C such that, for all (f, g) ∈
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H1
L(RD)× BMO(RD),

∥B (f, g)∥L1,∞(RD) ≤ C∥f∥H1
L(RD)∥g∥BMO(RD).

Particularly, the commutator [g, T ] is bounded from H1
L(RD) to L1,∞(RD).

If T ∈ KL is linear, then the bilinear decomposition of [g, T ] was established
in [50, Theorem 3.2].

Theorem 2.19 ([50]). Let T ∈ KL be a bounded linear operator from L1(RD) into
L1,∞(RD). Then there exists a bounded bilinear operator

R̃ := R̃T : H1
L(RD)× BMO(RD) → L1(RD)

such that, for all (f, g) ∈ H1
L(RD)× BMO(RD),

[g, T ] (f) = R̃ (f, g) + T (S (f, g))

holds true almost everywhere on RD.

We now recall the notions of L-Calderón-Zygmund operators from [50]. Let
δ ∈ (0, 1]. A continuous function K : {RD ×RD} \ {(x, x) : x ∈ RD} → C is called
a (δ,L)-Calderón-Zygmund kernel if, for each N ∈ (0,∞), there exists a positive
constant C(N), depending on N , such that

|K(x, y)| ≤
C(N)

|x− y|D

[
1 +

|x− y|
ρ(x)

]−N
for all x, y ∈ RD with x ̸= y, and

|K(x, y)−K (x̃, y)|+ |K(y, x)−K (y, x̃)| ≤ C(N)
|x− x̃|δ

|x− y|D+δ

for all x, x̃, y ∈ RD with 2|x− x̃| ≤ |x− y|.
A linear operator T : S (RD) → S ′(RD) is called a (δ,L)-Calderón-Zygmund

operator if there exists a (δ,L)-Calderón-Zygmund kernel K such that, for all f ∈
C∞
c (RD) and all x ̸∈ supp (f),

Tf(x) :=

∫
RD

K(x, y)f(y) dy.

A linear operator T is called a L-Calderón-Zygmund operator if it is a (δ,L)-
Calderón-Zygmund operator for some δ ∈ (0, 1]. We say that T satisfies T ∗1 = 0 if
there exist q ∈ (1,∞] and ϵ ∈ (0,∞) such that

∫
RD Ta(x) = 0 for every generalized

(H1
L(RD), q, ϵ)-atom a.

For any θ ∈ [0,∞), denote by BMOlog
L,θ(R

D) the set of all locally integral functions

f such that

∥f∥
BMOlog

L,θ(RD)
:= sup

x∈RD, r∈(0,∞)

{
log(e+ ρ(x)

r )

[1 + r
ρ(x) ]

θ

1

|B(x, r)|

∫
B(x,r)

|f(y)− fB| dy

}
<∞.

Write BMOlog
L,0(R

D) simply by BMOlog
L (RD).
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As applications of bilinear decompositions of [g, T ] in Theorem 2.19, the bounded-
ness on the Hardy space H log(RD) of linear commutators were obtained in [50, The-
orem 3.3].

Theorem 2.20 ([50]). (i) T be an L-Calderón-Zygmund operator satisfying

T ∗1 = 0 and let g ∈ BMOlog
L (RD). Then the linear commutator [g, T ] is

bounded on H1
L(RD) and, moreover, there exists a positive constant C such

that, for all f ∈ H1
L(RD),

∥[g, T ](f)∥H1
L(RD) ≤ C∥g∥

BMOlog
L (RD)

∥f∥H1
L(RD).

(ii) If V ∈ RHd(RD), then the converse of (i) also holds true. That is, if b ∈
BMO(RD) and [b, T ] is bounded on H1

L(RD) for every L-Calderón-Zygmund

operator satisfying T ∗1 = 0, then b ∈ BMOlog
L (RD). Moreover,

∥b∥
BMOlog

L (RD)
∼ ∥b∥BMO(RD) +

D∑
i=1

∥[b,Rj ]∥H1
L(RD)→H1

L(RD),

where the equivalent positive constants are independent of b, {Ri}Di=1 are
Riesz transforms and ∥ · ∥H1

L(RD)→H1
L(RD) denotes the operator norm on

H1
L(RD).

3. Bilinear decompositions for products of local Hardy and
Lipschitz or bmo spaces on RD

In this section, we discuss the bilinear decompositions for products of functions in
local Hardy spaces hp(RD) and local Lipschitz spaces Λα(RD) and their applications
to the div-curl lemmas.

For any m ∈ N, f ∈ S ′(RD) and x ∈ RD, let

f∗m, loc (x) := sup
φ∈Sm(RD)

sup
|y−x|<t
t∈(0, 1)

|f ∗ φt(y)| ,(3.1)

where Sm(RD) is as in (2.1).
Then, for any p ∈ (0, 1], the local Hardy space hp(RD) is defined by setting

hp(RD) :=
{
f ∈ S ′(RD) : ∥f∥hp(RD) := ∥f∗m, loc ∥Lp(RD) <∞

}
,(3.2)

see [30] for more properties of hp(RD).
Recall that, in [4], Bonami and Feuto introduced the following variant local

Orlicz-Hardy space hΦ∗ (RD), defined by setting

hΦ∗ (RD) :=
{
f ∈ S ′(RD) : ∥f∥hΦ∗ (RD) := ∥f∗loc ∥LΦ

∗ (RD) <∞
}
,(3.3)

where f∗loc is defined as in (3.1) with some m ∈ N∩ (⌊D(1/p− 1)⌋,∞), Φ as in (1.1)
and, for any measurable function g,

∥g∥LΦ
∗ (RD) :=

∑
j∈Zn

∥g∥LΦ(Qj)
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with j := (j1, . . . , jD), Qj := [j1, j1 + 1)× · · · × [jD, jD + 1) and

∥g∥LΦ(Qj) := inf

{
λ ∈ (0, ∞) :

∫
Qj

Φ

(
|g(x)|
λ

)
dx ≤ 1

}
.

Obviously, L1(RD) ⊂ LΦ
∗ (RD) implies that h1(RD) ⊂ hΦ∗ (RD).

Cao et al. [8] studied the bilinear decompositions of products of functions in local
Hardy spaces hp(RD) and their dual spaces in the case when p < 1 and near to 1. Let
p ∈ ( D

D+1 , 1] and α := D(1p − 1). The main result in [8] is the following two bilinear

decompositions, which are extensions of corresponding linear decompositions (1.5)
and (1.6) from [4], respectively.

Theorem 3.1 ([8]). Let p ∈ ( D
D+1 , 1), α0 := D(1p − 1) and Φ be as in (1.1). Then

(i) there exist two bounded bilinear operators S : hp(RD)×Λα0(RD) → L1(RD)
and T : hp(RD)×Λα0(RD) → hp(RD), and a positive constant C, such that,
for any (f, g) ∈ hp(RD)× Λα0(RD),

f × g = S(f, g) + T (f, g) in S ′(RD)

and

∥S(f, g)∥L1(RD) + ∥T (f, g)∥hp(RD) ≤ C∥f∥hp(RD)∥g∥Λα0 (RD);

(ii) there exist two bounded bilinear operators S : h1(RD) × BMO(RD) →
L1(RD) and T : h1(RD) × BMO(RD) → hΦ∗ (RD), and a positive constant
C such that, for any (f, g) ∈ h1(RD)× BMO(RD),

f × g = S(f, g) + T (f, g) in S ′(RD)

and

∥S(f, g)∥L1(RD) + ∥T (f, g)∥hΦ∗ (RD) ≤ C∥f∥h1(RD)∥g∥BMO(RD).

As an application of Theorem 3.1, Cao et al. [8] obtained a div-curl lemma at the
endpoint case q = ∞. Let

h1(RD; RD) :=
{
F := (F1, . . . , FD) : for any i ∈ {1, . . . , n}, Fi ∈ h1(RD)

}
and, for any F ∈ h1(RD; RD), let

∥F∥h1(RD;RD) :=

[
n∑
i=1

∥Fi∥2h1(RD)

] 1
2

.

The local vector-valued BMO space bmo (RD; RD) is defined by setting

bmo (RD;RD) :=
{
G := (G1, . . . , GD) : for any i ∈ {1, . . . , n}, Gi ∈ BMO(RD)

}
.

Theorem 3.2 ([8]). Let F ∈ h1(RD; RD) with curlF ≡ 0 in the sense of distribu-
tions and

G ∈ bmo (RD; RD)
with divG ≡ 0 in the sense of distributions. Then F ·G ∈ hΦ∗ (RD), where hΦ∗ (RD)
denotes the variant local Orlicz-Hardy space defined as in (3.3) above with Φ as in
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(1.1), and, moreover, there exists a positive constant C, independent of F and G,
such that

∥F ·G∥Hlog(RD) ≤ C ∥F∥H1(RD;RD) ∥G∥BMO(RD;RD) .

This result essentially improves the corresponding div-curl lemmas in [5, 6].

4. Products of functions in H1 and BMO on spaces of homogeneous
type

The aims of Section 4 are twofold. The first aim is devoted to a survey of
bilinear decompositions of products of functions in H1

at(X ) and BMO(X ) and their
applications on a space X of homogeneous type and the second aim is to provide a
new proof of Theorem 4.9 below.

Throughout this section, for the presentation simplicity, we always assume that
(X , d, µ) is a metric measure space of homogeneous type, diam (X ) = ∞ and
(X , d, µ) is non-atomic, namely, µ({x}) = 0 for any x ∈ X . It is known that
µ(X ) = ∞ if diam (X ) = ∞ (see, for instance, [2, Lemma 8.1]).

4.1. Bilinear decompositions for the products of functions in H1
at(X ) and

BMO(X ). In this subsection, we mainly review some known results from [27] on
bilinear decompositions of products of functions in H1

at(X ) and BMO(X ) over a
space X of homogeneous type.

To this end, we first recall the notion of the space of all test functions on X ,
whose following versions were introduced by Han, Müller and Yang [35, Definition
2.2] (see also [36, Definition 2.8]).

Definition 4.1. Let x1 ∈ X , r ∈ (0,∞), ϱ ∈ (0, 1] and ϑ ∈ (0,∞). A function f
on X is said to belong to the space of all test functions, G(x1, r, ϱ, ϑ), if there exists

a non-negative constant C̃ such that

(T1) |f(x)| ≤ C̃ 1
Vr(x1)+V (x1,x)

[ r
r+d(x1,x)

]γ for all x ∈ X ;

(T2) |f(x) − f(y)| ≤ C̃[ d(x,y)
r+d(x1,x)

]ϱ 1
Vr(x1)+V (x1,x)

[ r
r+d(x1,x)

]ϑ for all x, y ∈ X satis-

fying d(x, y) ≤ [r + d(x1, x)]/2,

here and hereafter,

Vr(x1) := µ(B(x1, r)) and V (x1, x) := µ(B(x1, d(x1, x))).

Moreover, for any f ∈ G(x1, r, ϱ, ϑ), its norm is defined by setting

∥f∥G(x1, r, ϱ, ϑ) := inf
{
C̃ : C̃ satisfies (T1) and (T2)

}
.

Fix x1 ∈ X . It is easy to see that G(x1, 1, ϱ, ϑ) is a Banach space. In what follows,
we write G(x1, 1, ϱ, ϑ) simply by G(ϱ, ϑ).

For any given ϵ ∈ (0, 1] and ϱ, ϑ ∈ (0, ϵ], let Gϵ0(ϱ, ϑ) be the completion of the
set G(ϵ, ϵ) in G(ϱ, ϑ). Moreover, for any f ∈ Gϵ0(ϱ, ϑ), let ∥f∥Gϵ

0(ϱ,ϑ)
:= ∥f∥G(ϱ,ϑ).

Recall that the dual space (Gϵ0(ϱ, ϑ))′ is defined to be the set of all continuous linear
functionals L from Gϵ0(ϱ, ϑ) to C, equipped with the weak-∗ topology.

We point out that, for any x ∈ X and r ∈ (0,∞), G(x, r, ϱ, ϑ) = G(x1, 1, ϱ, ϑ)
with equivalent norms and the equivalent positive constants depending on x and r.

The following notion of the space BMO(X ) is from [14].
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Definition 4.2. (i) The space BMO(X ) is defined to be the class of all func-
tions g ∈ L1

loc (X ) satisfying

∥g∥BMO(X ) := sup
B

1

µ(B)

∫
B
|g(x)−mB(g)| dµ(x) <∞,

where the supremum is taken over all balls B ⊂ X and

mB(g) :=
1

µ(B)

∫
B
g(x) dµ(x).

(ii) Let q ∈ (0,∞]. A function g ∈ Lqloc (X ) is said to belong to the space
BMOq(X ) if

∥g∥BMOq(X ) := sup
B

{
1

µ(B)

∫
B
|g(x)−mB(g)|q dµ(x)

}1/q

<∞,

where the supremum is taken over all balls B ⊂ X .

Remark 4.3. It was shown in [14] that the space BMOq(X ) with q ∈ (1,∞) and
BMO(X ) coincide with equivalent norms.

Now we recall the following notion of Hardy spaces H1
at(X ), which was originally

introduced in [14].

Definition 4.4. Let q ∈ (1,∞]. A function a on X is called a (1, q)-atom if

(i) supp (a) ⊂ B for some ball B ⊂ X ;

(ii) ∥a∥Lq(X ) ≤ [µ(B)]1/q−1;

(iii)
∫
X a(x) dµ(x) = 0.

A function f ∈ L1(X ) is said to be in the Hardy space H1, q
at (X ) if there exist

(1, q)-atoms {aj}∞j=1 and numbers {λj}∞j=1 ⊂ C such that

f =
∞∑
j=1

λjaj ,(4.1)

which converges in L1(X ), and
∞∑
j=1

|λj | <∞.

Moreover, the norm of f in H1, q
at (X ) is defined by setting

∥f∥
H1, q

at (X )
:= inf


∞∑
j=1

|λj |

 ,

where the infimum is taken over all possible decompositions of f as in (4.1).

It was proved in [14] that, for any q ∈ (1,∞), H1, q
at (X ) coincides with H1,∞

at (X )

in the sense of equivalent norms. Thus, from now on, H1, q
at (X ) is simply denoted

by H1
at(X ).

Remark 4.5. Coifman and Weiss [14] showed that H1
at(X ) is a Banach space and

its dual space is BMO(X ).
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We also need to recall some notions and results from [49]. For a fixed x1 ∈ X , let

θ0(x, t) :=
t

log(e+ t) + log(e+ d(x, x1))
.

Let Llog(X ) denote the Musielak-Orlicz-type space of all µ-measurable functions
f such that ∫

X
θ0(x, |f(x)|) dµ(x) <∞;

see [49]. For any f ∈ Llog(X ), the norm of f in Llog(X ) is defined by setting

∥f∥Llog(X ) := inf

{
λ ∈ (0,∞) :

∫
X
θ0

(
x,

|f(x)|
λ

)
dµ(x) ≤ 1

}
.

Remark 4.6. It is clear that L1(X ) ⊂ Llog(X ) and, for all f ∈ L1(X ),

∥f∥Llog(X ) ≤ ∥f∥L1(X ).

Let ϵ ∈ (0, 1], ϱ, ϑ ∈ (0, ϵ] and f ∈ (Gϵ0(ϱ, ϑ))′. The grand maximal function
M(f) is defined by setting, for all x ∈ X ,

M(f)(x) := sup
{
|⟨f, h⟩| : h ∈ Gϵ0(ϱ, ϑ),(4.2)

∥h∥G(x, r, ϱ, ϑ) ≤ 1 for some r ∈ (0,∞)
}
.

The following notion of Musielak-Orlicz-type Hardy spaces is from [49].

Definition 4.7. Let ϵ ∈ (0, 1] and ϱ, ϑ ∈ (0, ϵ]. The Hardy space H log(X ) is defined
by setting

H log(X ) :=
{
f ∈ (Gϵ0(ϱ, ϑ))′ : ∥f∥Hlog(X ) := ∥M(f)∥Llog(X ) <∞

}
.

We now recall the result in [49, Proposition 3.1].

Lemma 4.8 ([49]). Let (X , d, µ) be a metric measure space of homogeneous type,
ϱ ∈ (0, 1] and ϑ ∈ (0,∞). Then, for all h ∈ G(ϱ, ϑ), there exists a positive constant
C, independent of h, such that, for any g ∈ BMO(X ),

∥hg∥BMO(X ) ≤ C
1

V1(x1)
∥h∥G(ϱ,ϑ)∥g∥BMO+(X ),

here and hereafter, for a fixed x1 ∈ X and all g ∈ BMO(X ),

∥g∥BMO+(X ) := ∥g∥BMO(X ) +
1

V1(x1)

∫
B(x1, 1)

|g(x)| dµ(x).

We also need to explain the meaning of the product f × g for every f ∈ H1
at(X )

and g ∈ BMO(X ) (see [49]). For any h ∈ Gϵ0(ϱ, ϑ), let

⟨f × g, h⟩ := ⟨gh, f⟩ :=
∫
X
g(x)h(x)f(x) dµ(x).

From Lemma 4.8, it follows that gh ∈ BMO(X ) and hence the above definition is
well defined in the sense of the duality between H1

at(X ) and BMO(X ).
Now we state the main result in [27] as follows, which is an extension of Theorem

2.3 from Euclidean spaces to metric measure spaces of homogeneous type.
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Theorem 4.9 ([27]). Let (X , d, µ) be a metric measure space of homogeneous type.
Then there exist two bounded bilinear operators L : H1

at(X )×BMO(X ) → L1(X )
and H : H1

at(X )×BMO(X ) → H log(X ), and a positive constant C such that, for
all f ∈ H1

at(X ) and g ∈ BMO(X ),

f × g = L (f, g) + H (f, g) in (Gϵ0(ϱ, ϑ))
′ ,

where ϵ ∈ (0, 1] and ϱ, ϑ ∈ (0, ϵ], and

∥L (f, g)∥L1(X ) + ∥H (f, g)∥Hlog(X ) ≤ C∥f∥H1
at(X )∥g∥BMO+(X ).

4.2. Bilinear decompositions for the products of functions in H1
ρ (X ) and

BMOρ(X ). Let (X , d, µ) be a metric measure space of homogeneous type. In this
subsection, we summarize the bilinear decompositions of products of functions in
H1
ρ (X ) and BMOρ(X ) associated to the admissible function ρ.
We first recall the notion of approximations of the identity on RD-spaces from

[36].

Definition 4.10. Let ϵ1 ∈ (0, 1] and ϵ2, ϵ3 ∈ (0,∞). A family {Sk}k∈Z of linear
operators, which are bounded on L2(X ), is called an approximation of the identity
of order (ϵ1, ϵ2, ϵ3) [for short, (ϵ1, ϵ2, ϵ3)-AI] if there exists a positive constant C0

such that, for all k ∈ Z and x, x̃, y, ỹ ∈ X , Sk(x, y), the integral kernel of Sk, is a
measurable function from X × X into C satisfying

(i) |Sk(x, y)| ≤ C0
1

V
2−k (x)+V (x,y) [

2−k

2−k+d(x,y)
]ϵ2 ;

(ii) for d(x, x̃) ≤ [2−k + d(x, y)]/2,

|Sk(x, y)− Sk (x̃, y)| ≤ C0

[
d(x, x̃)

2−k + d(x, y)

]ϵ1 1

V2−k(x) + V (x, y)

[
2−k

2−k + d(x, y)

]ϵ2
;

(iii) property (ii) also holds true with x and y interchanged;
(iv) for d(x, x̃) ≤ [2−k + d(x, y)]/3 and d(y, ỹ) ≤ [2−k + d(x, y)]/3,

|[Sk(x, y)− Sk(x, ỹ)]− [Sk (x̃, y)− Sk (x̃, ỹ)]|

≤ C0

[
d(x, x̃)

2−k + d(x, y)

]ϵ1 [ d(y, ỹ)

2−k + d(x, y)

]ϵ1 1

V2−k(x) + V (x, y)

[
2−k

2−k + d(x, y)

]ϵ3
;

(v)
∫
X Sk(x, z) dµ(z) = 1 =

∫
X Sk(z, x) dµ(z).

Remark 4.11. A sequence {S̃t}t∈(0,∞) of bounded linear operators on L2(X ) is
called a continuous approximation of the identity of order (ϵ1, ϵ2, ϵ3) [for short,
(ϵ1, ϵ2, ϵ3)-CAI] if it satisfies (i) through (v) of Definition 4.10 with 2−k replaced
by t. It was shown by [67, Remark 2.2(ii)] that, if {Sk}k∈Z is an (ϵ1, ϵ2, ϵ3)-AI

and, for any t ∈ (2−k−1, 2−k] with k ∈ Z, let S̃t := Sk, then {S̃t}t∈(0,∞) is an
(ϵ1, ϵ2, ϵ3)-CAI.

Then we recall the notion of admissible functions from [67].

Definition 4.12. A positive function ρ is said to be admissible if there exist positive
constants C2 and k0 such that, for all x, y ∈ X ,

ρ(y) ≤ C2[ρ(x)]
1/(1+k0)[ρ(x) + d(x, y)]k0/(1+k0).
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Remark 4.13. It is obvious that constant functions are admissible functions with
C2 := 1 =: k0. There exists a non-trivial class of admissible functions induced by
the well-known reverse Hölder class Bq(X ); see [67, p. 1201] for the details.

We also need the following assumption from [28] that there exists a specific gen-
eralized approximation of the identity on (X , d, µ).

Assumption 4.14. There exists a family {Tt}t∈(0,∞) of linear operators bounded on

L2(X ) with integrable kernels, still denoted by {Tt}t∈(0,∞), satisfying that there ex-

ists an (ϵ1, ϵ2, ϵ3)-CAI {T̃t}t∈(0,∞) (with integral kernels, still denoted by {T̃t}t∈(0,∞))
for some ϵ1 ∈ (0, 1], ϵ2 ∈ (1,∞) and ϵ3 ∈ (0,∞), and positive constants C,
δ2 ∈ (1, ϵ2] and δ1, δ3 such that, for all t ∈ (0,∞) and x, y ∈ X ,

(i) |Tt(x, y)| ≤ C 1
Vt(x)+V (x,y) [

t
t+d(x,y) ]

δ2 [ ρ(x)
t+ρ(x) ]

δ3 ;

(ii) |Tt(x, y)− T̃t(x, y)| ≤ C[ t
t+ρ(x) ]

δ1 1
Vt(x)+V (x,y) [

t
t+d(x,y) ]

δ2 ;

(iii) for any N ∈ (0,∞) large enough, there exists a positive constant C(N),
depending on N , such that, for all t ∈ (0,∞) and x, y ∈ X ,
(iii)1 if [d(x, y)]2 ≥ t, then∣∣∣T̃t(x, y)∣∣∣ ≤ C(N)

1

V (x, y)

{
t

[d(x, y)]2

}N
;

(iii)2 if [d(x, y)]2 < t, then∣∣∣T̃t(x, y)∣∣∣ ≤ C(N)
1

V√t(x)
;

(iv) |Tt(x, y)| ≤ C|T̃t(x, y)|.

Remark 4.15. It was shown in [28, Remark 1.7] that there exists a (1, N,N)-CAI
satisfying Assumption 4.14.

The following notions of maximal functions are from [67, Definition 2.5]. In what
follows, for any numbers a, b ∈ R, let a ∧ b := min{a, b}.

Definition 4.16. Let ϵ1 ∈ (0, 1], ϵ2, ϵ3 ∈ (0,∞), ϵ ∈ (0, ϵ1 ∧ ϵ2) and {Sk}k∈Z be
an (ϵ1, ϵ2, ϵ3)-AI. Let ρ be an admissible function as in Definition 4.12. For any
ϱ, ϑ ∈ (0, ϵ), f ∈ (Gϵ0(ϱ, ϑ))′ and x ∈ X , the grand maximal function, associated to

ρ, Gϵ,ϱ,ϑρ (f) is defined by setting

Gϵ,ϱ,ϑρ (f)(x) := sup {|⟨f, h⟩| : h ∈ Gϵ0(ϱ, ϑ),
∥h∥G(x, r, ϱ, ϑ) ≤ 1 for some r ∈ (0, ρ(x))

}
.

Remark 4.17. If there exists no ambiguity, then Gϵ,ϱ,ϑρ is simply denoted by Gρ.

Now we recall the notions of the Hardy space and its local version from [67,
Definition 2.6],

Definition 4.18. Let ϵ ∈ (0, 1), ϱ, ϑ ∈ (0, ϵ) and ρ be an admissible function as in
Definition 4.12.
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(i) The Hardy space H1(X ) is defined by setting

H1(X ) :=
{
f ∈ (Gϵ0(ϱ, ϑ))

′ : ∥f∥H1(X ) := ∥M(f)∥L1(X ) <∞
}
,

where M(f) is as in (4.2).
(ii) The Hardy space H1

ρ (X ) associated to ρ is defined by setting

H1
ρ (X ) :=

{
f ∈ (Gϵ0(ϱ, ϑ))

′ : ∥f∥H1
ρ(X ) := ∥Gρ(f)∥L1(X ) <∞

}
.

The following notion of the local version of the space BMO(X ) is from [68,
Definition 3.1].

Definition 4.19. Let ρ be an admissible function as in Definition 4.12, q ∈ (1,∞]
and

D := {B(x, r) ⊂ X : x ∈ X , r ≥ ρ(x)} .
A function g ∈ Lqloc (X ) is said to belong to the space BMOq

ρ(X ) if

∥g∥BMOq
ρ(X ) : = sup

B ̸∈D

{
1

µ(B)

∫
B
|g(x)−mB(g)|q dµ(x)

}1/q

+ sup
B∈D

{
1

µ(B)

∫
B
|g(x)|q dµ(x)

}1/q

<∞.

Remark 4.20. (i) By [68, Lemma 3.2], we know that BMOq
ρ(X ) with q ∈

(1,∞) coincides with BMO1
ρ(X ). In what follows, we denote BMO1

ρ(X )
simply by BMOρ(X ).

(ii) Obviously, BMOρ(X ) ⊂ BMO(X ).
(iii) By [69, Theorem 2.1] and [67, Theorem 2.1], we know that the dual space

of H1
ρ (X ) is BMOρ(X ).

In order to state the main result reviewed in this subsection, we need to illustrate
the meaning of the product f×g for every f ∈ H1

ρ (X ) and g ∈ BMOρ(X ) (see [49]).
For any h ∈ Gϵ0(ϱ, ϑ), let

⟨f × g, h⟩ := ⟨gh, f⟩ :=
∫
X
[g(x)h(x)]f(x) dµ(x).

By [49, Proposition 4.1], we know that gh ∈ BMOρ(X ) and hence the above defini-
tion is well defined in the sense of the duality between H1

ρ (X ) and BMOρ(X ).
The following result is just [28, Theorem 1.14], which is an extension of Theorem

2.15 from RD to an RD-space and also a local version of Theorem 1.2.

Theorem 4.21 ([28]). Let (X , d, µ) be an RD-space satisfying the additional As-
sumption 4.14 and ρ an admissible function as in Definition 4.12. Then there
exist two bounded bilinear operators Lρ : H1

ρ (X ) × BMOρ(X ) → L1(X ) and

Hρ : H1
ρ (X ) × BMOρ(X ) → H log(X ), and a positive constant C such that, for

all f ∈ H1
ρ (X ) and g ∈ BMOρ(X ),

f × g = Lρ(f, g) + Hρ(f, g) in (Gϵ0(ϱ, ϑ))
′ ,

where ϵ ∈ (0, 1) and ϱ, ϑ ∈ (0, ϵ], and

∥Lρ(f, g)∥L1(X ) + ∥Hρ(f, g)∥Hlog(X ) ≤ C∥f∥H1
ρ(X )∥g∥BMOρ(X ).
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Remark 4.22. (i) If (X , d, µ) := (RD, | · |, dx) is the Euclidean space, then
Theorem 4.21 returns to Theorem 2.15.

(ii) Let (X , d, µ) be an RD-space satisfying the additional Assumption 4.14.
Then, by [28, Remark 1.15], Theorem 4.21 essentially improves [49, Theorem
1.2].

4.3. Endpoint boundedness for commutators of singular integrals. This
subsection is devoted to reviewing the applications of the bilinear decompositions
in Subsection 4.1 to the endpoint boundedness of commutators.

We first recall some notions and notation from [13]; see also [2, 16]. Let Csb (X )
be the space of all functions with bounded supports and the Hölder regularity s,
where s ∈ (0, η] is arbitrary and η is as in Theorem 4.33 below. By [2, Proposition
4.5], we know that Csb (X ) is dense in L2(X ). The dual space of Csb (X ) is denoted
by (Csb (X ))′.

Now we recall the notion of Calderón-Zygmund operators from [13]; see also [2,16].

Definition 4.23. A function K ∈ L1
loc ({X × X} \ {(x, x) : x ∈ X}) is called a

Calderón-Zygmund kernel if there exists a positive constant C(K), depending on K,
such that

(i) for all x, y ∈ X with x ̸= y,

|K(x, y)| ≤ C(K)
1

V (x, y)
;(4.3)

(ii) there exist positive constants s ∈ (0, 1] and c(K), depending on K, such that
(ii)1 for all x, x̃, y ∈ X with d(x, y) ≥ c(K)d(x, x̃) > 0,

|K(x, y)−K(x̃, y)| ≤ C(K)

[
d(x, x̃)

d(x, y)

]s 1

V (x, y)
;(4.4)

(ii)2 for all x, y, ỹ ∈ X with d(x, y) ≥ c(K)d(y, ỹ) > 0,

|K(x, y)−K(x, ỹ)| ≤ C(K)

[
d(y, ỹ)

d(x, y)

]s 1

V (x, y)
.(4.5)

Let T : Csb (X ) → (Csb (X ))′ be a linear continuous operator. Then T is called a
Calderón-Zygmund operator with kernel K satisfying (4.3), (4.4) and (4.5) if, for
all f ∈ Csb (X ),

Tf(x) :=

∫
X
K(x, y)f(y) dµ(y), ∀x ̸∈ supp (f).

Now we introduce the notion of the space H1
g (X ), which is a variant of [46,

Definition 2.2].

Definition 4.24. Let g be a non-constant BMO(X )-function. A function f in
H1

at(X ) is said to belong to the space H1
g (X ) if [g,M](f), defined by setting

[g,M](f)(x) := M (g(x)f(·)− g(·)f(·)) (x), ∀x ∈ X ,
belongs to L1(X ), where M is as in (4.2). Moreover, the norm of f in H1

g (X ) is
defined by setting

∥f∥H1
g (X ) := ∥f∥H1

at(X )∥g∥BMO(X ) + ∥[g,M](f)∥L1(X ).
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Here is the result on the endpoint boundedness of commutators, which is an
extension of [46, Theorem 1.3]. Recall from [46] that the symbol K denotes the set
of all sublinear operators T satisfying

(i) T is bounded from H1
at(X ) into L1(X ) and from L1(X ) into L1,∞(X );

(ii) there exists a positive constant C such that, for all g ∈ BMO(X ) and (1, 2)-
atoms a related to some balls B ⊂ X ,

∥[g −mB(g)]Ta∥L1(X ) ≤ C∥g∥BMO(X ).

Theorem 4.25 ([46]). Let (X , d, µ) be a metric measure space of homogeneous type
and g a non-constant BMO(X )-function. Then, for any T ∈ K, the commutator
[g, T ] is bounded from H1

g (X ) into L1(X ). In particular, if T is a Calderón-Zygmund

operator, then [g, T ] is bounded from H1
g (X ) into L1(X ) and, moreover, there exists

a positive constant C such that, for all f ∈ H1
g (X ),

∥[g, T ](f)∥L1(X ) ≤ C∥f∥H1
g (X ).

4.4. A new proof of Theorem 4.9. The goal of this subsection is to present
a new proof of Theorem 4.9. To this end, we only need to give revised versions
of [27, Lemma 3.7, Theorems 4.10 and 4.16 and Propositions 3.4 and 3.5]; see
Lemmas 4.43, 4.37 and 4.44, and Propositions 4.38 and 4.39 below, respectively.

We first recall the notion of the geometrically doubling condition. Coifman and
Weiss [13, pp. 66-68] indicated that spaces of homogeneous type are geometrically
doubling. Recall that a metric space (X , d) is said to be geometrically doubling if
there exists some N0 ∈ N such that, for any ball B(x, r) ⊂ X with x ∈ X and
r ∈ (0,∞), there exists a finite ball covering {B(xi, r/2)}i of B(x, r) such that the
cardinality of this covering is at most N0.

Remark 4.26. It was shown by Hytönen [39] that a metric space (X , d) is geomet-
rically doubling if and only if one of the following statements holds true:

(i) For any ε ∈ (0, 1) and any ball B(x, r) ⊂ X , with x ∈ X and r ∈ (0,∞),
there exists a finite ball covering {B(xi, εr)}i of B(x, r) such that the cardi-
nality of this covering is at most N0ε

−n0 , where N0 is the constant appearing
in the definition of the geometrically doubling property and n0 := log2N0;

(ii) For every ε ∈ (0, 1), any ball B(x, r) ⊂ X , with x ∈ X and r ∈ (0,∞),
contains at most N0ε

−n0 centers of disjoint balls {B(xi, εr)}i;
(iii) There exists M ∈ N such that any ball B(x, r) ⊂ X , with x ∈ X and r ∈

(0,∞), contains at most M centers {xi}Mi=1 of disjoint balls {B(xi, r/4)}Mi=1.

We then present some notions, notation and conclusions from [26,27]. Let (X , d)
be geometrically doubling. For every k ∈ Z, a set of reference dyadic points,
{xkα}α∈Ak

, here and hereafter,

Ak denotes some countable index set for each k ∈ Z,(4.6)

is chosen as follows, where the Zorn lemma is applied (see, for example, [61, Theroem
I.2]) since we consider the maximality. Let δ be a fixed small positive parameter.
For example, it suffices to take δ ≤ 1

1000 . For k = 0, let X 0 := {x0α}α∈Ak
be a

maximal collection of 1-separated points. Inductively, for any k ∈ N, let
X k := {xkα}α∈Ak

⊃ X k−1 and X −k := {x−kα }α∈Ak
⊂ X −(k−1)(4.7)
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be, respectively, maximal δk-separated and δ−k-separated collections in X and in
X −(k−1). By [2, Lemma 2.1], we know that

d(xkα, x
k
β) ≥ δk, ∀α, β ∈ Ak and α ̸= β, d(x,X k) := inf

α∈Ak

d(x, xkα) < 2δk.(4.8)

Observe that the reference dyadic points {xkα}k∈Z, α∈Ak
satisfy [40, (2.3) and

(2.4)] (with c0 = 1 and C0 = 2 therein), which further induces a system of dyadic
cubes over geometrically doubling metric spaces as in [40, Theorem 2.2], which was
re-formulated in [27, Theorem 2.3].

Theorem 4.27 ( [40]). Let (X , d) be a metric space satisfying the geometrically
doubling condition. For any k ∈ Z, let Ak be as in (4.6). Then there exist families

of sets, Q̊kα ⊂ Qkα ⊂ Q
k
α, which are said to be, respectively, open, half-open and

closed dyadic cubes, such that:

(i) Q̊kα and Q
k
α represent the interior and the closure of Qkα, respectively;

(ii) if ℓ ∈ Z∩ [k,∞) and α, β ∈ Ak, then Q
ℓ
β ⊂ Qkα and Qkα ∩Qℓβ = ∅ holds true

alternatively;
(iii) X =

∪
α∈Ak

Qkα (disjoint union);

(iv) for all α ∈ Ak, B
(
xkα,

1
3δ
k
)
⊂ Qkα ⊂ B

(
xkα, 4δ

k
)
=: B

(
Qkα

)
;

(v) if ℓ ∈ Z ∩ [k,∞), α, β ∈ Ak and Qℓβ ⊂ Qkα, then B(Qℓβ) ⊂ B(Qkα).

The open and closed cubes Q̊kα and Q
k
α, with (k, α) ∈ A , here and hereafter,

A := {(k, α) : k ∈ Z, α ∈ Ak},(4.9)

depend only on the points xℓβ for β ∈ Aℓ and ℓ ∈ Z ∩ [k,∞). The half-open cubes

Qkα, with (k, α) ∈ A , depend on xℓβ for β ∈ Aℓ and ℓ ∈ Z ∩ [min{k, k0},∞), where
k0 ∈ Z is a preassigned number in the construction.

In what follows, for any set E, we use #E to denote its cardinality (the number
of its elements).

Remark 4.28. By [26, Remark 2.4(ii)], we know that, for any k ∈ Z and α ∈ Ak,

there exists a set L(k, α) ⊂ Ak+1 with 1 ≤ #L(k, α) ≤ Ñ0 such that

Qkα =
∪

β∈L(k, α)

Qk+1
β ,(4.10)

where Ñ0 ∈ N is a constant independent of k and α.

We also need the following useful estimate about the 1-separated set from [2,
Lemma 6.4].

Lemma 4.29 ([2]). Let Ξ be a 1-separated set in a geometrically doubling metric
space (X , d) with positive constant N0. Then, for any ϵ ∈ (0,∞), there exists a
positive constant C(ϵ,N0), depending on ϵ and N0, such that

sup
a∈X

eϵd(a,Ξ)/2
∑
b∈Ξ

e−ϵd(a, b) ≤ C(ϵ,N0),

here and hereafter, for any set Ξ ⊂ X and x ∈ X , d(x,Ξ) := infa∈Ξ d(x, a).
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Before recalling the orthonormal basis of regular wavelets, let (Ω,F ,Pω) be the
natural product probability measure space as in [2], where F represents the smallest
σ-algebra containing the set{∏
k∈Z

Ak : Ak ⊂ Ωk := {0, 1, . . . , L}×{1, . . . ,M} and only finite many Ak ̸= Ωk

}
,

with L and M are the same as in [2, p. 270]. For every (k, α) ∈ A with A as in
(4.9), the spline function is defined by setting, for any x ∈ X ,

skα(x) := Pω
({
ω ∈ Ω : x ∈ Q

k
α(ω)

})
.

Then the splines have the following properties:

(i) for each (k, α) ∈ A and x ∈ X ,

χ
B(xkα,

4
δ

k
)
(x) ≤ skα(x) ≤ χB(xkα, 8δ

k)(x);(4.11)

(ii) for every k ∈ Z, α, β ∈ Ak (with Ak as in (4.6)) and x ∈ X ,

skα(x
k
β) = δαβ , skα(x) =

∑
β∈Tk+1

pkαβs
k+1
β (x) and

∑
α∈Ak

skα(x) = 1,

where, for any k ∈ Z, Tk+1 ⊂ Ak+1 denotes some countable index set,

δαβ :=

{
1 if α = β,
0 if α ̸= β

and {pkαβ}β∈Tk+1
⊂ [0, 1] is a set of numbers with finite nonzero items;

(iii) there exist positive constants C and η ∈ (0, 1] such that, for all (k, α) ∈ A
and x, y ∈ X , ∣∣∣skα(x)− skα(y)

∣∣∣ ≤ C

[
d(x, y)

δk

]η
,(4.12)

where the constants η and C are independent of the choices of k and α.

Now we are ready to recall the orthonormal basis of regular wavelets constructed
by Auscher and Hytönen ( [2, Theorem 7.1]); see also [26] for an equivalent version
with some small modifications on the notation

{ψkα, β}(k, α)∈Ã , β∈L̃(k, α) := {ψkβ}k∈Z, β∈Gk
,(4.13)

where Gk := {β ∈ Ak+1 : x
k+1
β ̸∈ X k},

Ã := {(k, α) ∈ A : #L(k, α) > 1}(4.14)

and, for all (k, α) ∈ Ã ,

L̃(k, α) := L(k, α) \
{
β ∈ L(k, α) : xk+1

β = xkα

}
(4.15)

with L(k, α) as in (4.10).
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From [2, Theorem 5.1], it follows that there exists a linear, bounded (uniformly
on k ∈ Z), and injective map Uk : ℓ2(Ak) → L2(X ) with closed range, defined by
setting

Ukλ :=
∑
α∈Ak

λα√
µkα
skα, ∀λ :=

{
λkα

}
α∈Ak

∈ ℓ2(Ak),

here and hereafter, for any (k, α) ∈ A ,

µkα := µ(B(xkα, δ
k)) =: V (xkα, δ

k)(4.16)

and

ℓ2(Ak) :=

λ := {λkα}α∈Ak
⊂ C : ∥λ∥ℓ2(Ak) :=

 ∑
α∈Ak

∣∣∣λkα∣∣∣2
1/2

<∞

 .

Observe that, if we let k ∈ Z, λ, λ̃ ∈ ℓ2(Ak), f := Ukλ and f̃ := Ukλ̃, then(
f, f̃

)
L2(X )

=
(
Mkλ, λ̃

)
ℓ2(Ak)

,

where Mk is the infinite matrix which has entries

Mk(α, β) :=
(skα, s

k
β)L2(X )√
µkαµ

k
β

, ∀α, β ∈ Ak.

For all k ∈ Z, let U∗
k denote the adjoint operator of Uk and Vk := Uk(ℓ

2(Ak)).
The following result from [2] implies that {Vk}k∈Z is a multiresolution analysis (for
short, MRA) of L2(X ).

Theorem 4.30 ([2]). Suppose that (X , d, µ) is a space of homogeneous type. Let
k ∈ Z and Vk be the closed linear span of {skα}α∈Ak

. Then Vk ⊂ Vk+1,∪
k∈Z

Vk = L2(X ) and
∩
k∈Z

Vk = {0}.

Moreover, the functions {skα/
√
µkα}α∈Ak

form a Riesz basis of Vk: for all sequences

of complex numbers {λkα}α∈Ak
,∥∥∥∥∥∥

∑
α∈Ak

λkαs
k
α

∥∥∥∥∥∥
L2(X )

∼

 ∑
α∈Ak

∣∣∣λkα∣∣∣2 µkα
1/2

with equivalent positive constants independent of k and {λkα}α∈Ak
, where µkα is as

in (4.16).

Now we recall an orthonormal basis {ϕkα}α∈Ak
in Vk from [2, Theorem 6.1], where,

for any k ∈ Z, Ak is as in (4.6).

Theorem 4.31 ( [2]). Let k ∈ Z and (X , d, µ) be a space of homogeneous type.
Then there exist a positive constant ν and an orthonormal basis {ϕkα}α∈Ak

in Vk
such that, for any x ∈ X , √

µkα

∣∣∣ϕkα(x)∣∣∣ ≤ Ce−νδ
−kd(xkα,x)
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and, for any x, y ∈ X with d(x, y) ≤ δk,√
µkα

∣∣∣ϕkα(x)− ϕkα(x)
∣∣∣ ≤ C

[
d(x, y)

δk

]η
e−νδ

−kd(xkα,x),

where µkα is as in (4.16) and η as in (4.12).

Remark 4.32. We point out that there exists a gap in the proof of Theorem 4.9 that
{skα/

√
µkα}α∈Ak

is not a orthogonal basis of Vk. Thus, the following representation
is not correct:

f =
∑
α∈Ak

(
f,
skα
µkα

)
skα, ∀ f ∈ Vk.(4.17)

Instead of (4.17), thanks to the orthonormal basis {ϕkα}α∈Ak
, we can use the follow-

ing representation:

f =
∑
α∈Ak

(
f, ϕkα

)
ϕkα, ∀ f ∈ Vk.

Now we state the remarkable orthonormal basis in [2]; see [26] for an equivalent
version.

Theorem 4.33 ([2]). Let (X , d, µ) be a metric measure space of homogeneous type.
Then there exists an orthonormal basis {ψkα, β}(k, α)∈Ã , β∈L̃(k, α) of L

2(X ) and positive

constants C, ν, and η ∈ (0, 1] such that∣∣∣ψkα, β(x)∣∣∣ ≤ C√
V (xk+1

β , δk)
e−νδ

−kd(xk+1
β , x), ∀x ∈ X ,(4.18)

∣∣∣ψkα, β(x)− ψkα, β(y)
∣∣∣ ≤ C√

V (xk+1
β , δk)

[
d(x, y)

δk

]η
e−νδ

−kd(xk+1
β , x)

for all x, y ∈ X with d(x, y) ≤ δk, and∫
X
ψkα, β(x) dµ(x) = 0.(4.19)

In what follows, we let

I :=
{
(j, α, β) : (k, α) ∈ Ã , β ∈ L̃(k, α)

}
,(4.20)

where Ã and L̃(k, α) are, respectively, as in (4.14) and (4.15).
We now need to recall more notation from [26,27]. Let

C := {(k, β) : k ∈ Z, β ∈ Gk}(4.21)

with Gk as in (4.13). We choose a fixed collection

{CN : N ∈ N, CN ⊂ C and CN is finite}(4.22)

such that CN ↑ C , namely, for any N ∈ N, CN ⊂ CN+1 and C =
∪
N∈N CN .
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Let N ∈ N, g ∈ BMO(X ), x1 and r1 be as in Theorem 4.34,

gN :=
∑

(j, β)∈GN

⟨
g, ψjβ

⟩
ψjβ,

g̃N :=
∑

(j, β)∈GN

⟨
g, ψjβ

⟩ [
ψjβ − χ{k∈Z: δk>r1}(j)ψ

j
β(x1)

]
and

c(N) := g̃N − gN .

We then recall the following wavelet characterization of BMO(X ) from [2, Theo-

rem 11.4]. A sequence {bjβ}j∈Z, β∈Gj
is said to belong to the Carleson sequence space

Car(X ) if

∥∥∥∥{bjβ}j∈Z, β∈Gj

∥∥∥∥
Car(X )

:= sup
k∈Z, α∈Ak

 1

µ(Qkα)

∑
j∈Z, β∈Gj

(j+1, β)≤(k, α)

∣∣∣bjβ∣∣∣2

1/2

<∞.

Theorem 4.34 ([2]). Let (X , d, µ) be a metric measure space of homogeneous type.
Then the space BMO(X )/C (BMO(X ) functions modulo constants) and Car(X )

are isomorphic. The isomorphism is represented by b 7→ {⟨b, ψjβ⟩}j∈Z, β∈Gj
=:

{bjβ}j∈Z, β∈Gj
with the inverse given by

{bjβ}j∈Z, β∈Gj
7→

∑
j∈Z, β∈Gj

bjβ

[
ψjβ − χ{k∈Z: δk>r1}(j)ψ

j
β(x1)

]
=: b̃,

where Gj with j ∈ Z is as in (4.13), the series converges in L2
loc (X ) for every x1 ∈ X

and r1 ∈ (0,∞), and the choices of x1 and r1 only alter the result by an additive
constant.

Remark 4.35. (i) From the proof of [2, Theorem 11.4], it follows that, if b ∈
BMO(X ), then b̃− b = constant and hence

b = b̃ =
∑

j∈Z, β∈Gj

bjβ

[
ψjβ − χ{k∈Z: δk>r1}(j)ψ

j
β(x1)

]
converges in BMO(X ) for every (x1, r1) ∈ X × (0,∞).

(ii) The proof of [2, Theorem 11.4] implies that there exists a positive constant
C such that, for all b ∈ BMO(X ),∥∥∥∥{bjβ}j∈Z, β∈Gj

∥∥∥∥
Car(X )

≤ C∥b∥BMO(X ).

(iii) Let b ∈ BMO(X ) and c(b) :=
∑

j∈Z, β∈Gj
⟨b, ψjβ⟩χ{k∈Z: δk>r1}(j)ψ

j
β(x1). It

was shown in [57] that c(b) is finite.

If two functions in L2(X ) both have finite wavelet decompositions, we state the
following conclusion from [27, Lemma 3.1].



184 XING FU, DER-CHEN CHANG, AND DACHUN YANG

Lemma 4.36 ([27]). Suppose that (X , d, µ) is a metric measure space of homoge-
neous type. Let f, g ∈ L2(X ), {Vk}k∈Z be an MRA of L2(X ) as in Theorem 4.30,
Wk be the orthogonal complement [in L2(X )] of Vk in Vk+1 and Pk and Qk be the
projection operators from L2(X ), respectively, onto Vk and Wk. Suppose that f and
g both have finite wavelet decompositions, namely, there exist M1, M2 ∈ N such that

f =

M1∑
k=−M1

∑
β∈Gk

(
f, ψkβ

)
ψkβ and g =

M2∑
k=−M2

∑
β∈Gk

(
g, ψkβ

)
ψkβ,(4.23)

where Gk for k ∈ Z is as in (4.13). Then

fg =
∑
k∈Z

(Pkf)(Qkg) +
∑
k∈Z

(Qkf)(Pkg) +
∑
k∈Z

(Qkf)(Qkg)(4.24)

=: Π1(f, g) + Π2(f, g) + Π3(f, g) in L2(X ).

The following lemma is a new version of [27, Theorems 4.10] with some slight
modifications. We present some details here.

Lemma 4.37. Let (X , d, µ) be a metric measure space of homogeneous type. Then,
for any (1, 2)-atom a and g ∈ BMO(X ), the series∑

j∈Z

∑
α∈Aj

∑
β∈Gj

(
a, ϕjα

) (
g, ψjβ

)
ϕjαψ

j
γ

converges to some element in H1
at(X ), denoted by Π1(a, g) and

∥Π1(a, g)∥H1
at(X ) ≤ C∥g∥BMO(X ),

where C is a positive constant independent of a and g. Moreover, Π1 can be extended
to a bounded bilinear operator from H1

at(X )× BMO(X ) into H1
at(X ).

To show Lemma 4.37, we recall more results and notation from [27].
For every k, j ∈ Z and (j, β) ∈ C , write

A k
j, β :=

{
α ∈ Aj : 2kδj+1 ≤ d(xjα, y

j
β) < 2k+1δj+1

}
,(4.25)

where xjα is as in (4.7) with k replaced by j, and yjβ := xj+1
β for β ∈ Gj . From

the geometrically doubling condition and Remark 4.26(ii), we deduce that, for all
j, k ∈ Z and β ∈ Gj ,

Mk
j, β := #A k

j, β ≤ N02
(k+1)G0 =: mk(4.26)

with G0 and N0 same as in Remark 4.26(i).

We now relabel the set A k
j, β as A k

j, β =: {αij, β}
Mk

j, β

i=1 . IfMk
j, β < mk, then we further

enlarge A k
j, β to {αij, β}

mk
i=1 with sj

αi
j, β

:= 0 for any i ∈ N∩ (Mk
j, β,mk]. If M

k
j, β = mk,

then the set A k
j, β remains unchanged. Let α := αij, β ∈ A k

j, β, g ∈ L2(X ),

ψ̃k, ij, β := eνδ2
k−2

√
µjαϕ

j
αψ

j
β and UNk, ig :=

∑
(j, β)∈CN

(
g, ψjβ

)
ψ̃k, ij, β,(4.27)
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where ψjβ is as in Theorem 4.33 with (k, α) replaced by (j, β). We also let

Y k := X k+1 \ X k

with X k as in (4.7). Then we know that UNk, ig ∈ L2(X ) for all g ∈ L2(X ), since CN
is finite. Moreover, we display the following result from [27, Proposition 3.4] with

sjα replaced by

√
µjαϕ

j
α.

Proposition 4.38. Suppose that (X , d, µ) is a metric measure space of homogeneous
type. Let UNk, i be defined as in (4.27) for N ∈ N, k ∈ Z and i ∈ {1, . . . ,mk} with

mk as in (4.26). Then there exists a positive constant C, independent of N , k and
i, such that, for all g, h ∈ L2(X ),

∣∣(UNk, ig, h)∣∣ ≤ C

 ∑
(j, β)∈CN

∣∣∣(g, ψjβ)∣∣∣2
1/2

∥h∥L2(X ) ≤ C∥g∥L2(X )∥h∥L2(X ).(4.28)

Proof. By the proof of [27, Proposition 3.4], we conclude that, for all g, h ∈ L2(X ),

∣∣(UNk, ig, h)∣∣ ≤ ∥g∥L2(X )

∑
j∈Z

∑
β∈Gj

∣∣∣(ψ̃k, ij, β, h
)∣∣∣2

1/2

.

Thus, (4.28) is reduced to showing that

I :=

∑
j∈Z

∑
β∈Gj

∣∣∣(ψ̃k, ij, β, h
)∣∣∣2

1/2

≲ ∥h∥L2(X ).(4.29)

To this end, similarly to the proof of [27, Proposition 3.4], we write

I ≤

∑
j∈Z

∑
β∈Gj

∑
s∈Z

∑
γ∈Gs

∣∣(h, ψsγ)∣∣ ∣∣∣(ψsγ , ψ̃k, ij, β

)∣∣∣
2

1/2

≤

∑
j∈Z

∑
β∈Gj

∣∣∣(h, ψjβ)∣∣∣2 ∣∣∣(ψjβ, ψ̃k, ij, β

)∣∣∣2


1/2

+

∑
j∈Z

∑
β∈Gj

 ∑
{γ∈Gj : γ ̸=β}

∣∣(h, ψjγ)∣∣ ∣∣∣(ψjγ , ψ̃k, ij, β

)∣∣∣
2

1/2

+

∑
j∈Z

∑
β∈Gj

 j−1∑
s=−∞

∑
γ∈Gs

∣∣(h, ψsγ)∣∣ ∣∣∣(ψsγ , ψ̃k, ij, β

)∣∣∣
2

1/2

+

∑
j∈Z

∑
β∈Gj

 ∞∑
s=j+1

∑
γ∈Gs

· · ·

2
1/2

=:

4∑
t=1

It.
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As for I1, we first estimate |(ψjβ, ψ̃
k, i
j, β)| for any (j, β) ∈ C , where C is as in (4.21)

and α ∈ Aj with Aj as in (4.6).
Notice that, from (1.7), we deduce that, for any r0, ν0 ∈ (0,∞) and x0 ∈ X ,∫

X
e−ν0d(x, x0)/r0 dµ(x)(4.30)

≲
∫
B(x0, r0)

e−ν0d(x, x0)/r0 dµ(x) +

∞∑
ℓ=1

∫
B(x0, (ℓ+1)r0)\B(x0, ℓr0)

· · ·

≲ V (x0, r0) +
∞∑
ℓ=1

e−ν0ℓV (x0, [ℓ+ 1]r0)

≲ V (x0, r0) +
∞∑
ℓ=1

e−ν0ℓ(ℓ+ 1)nV (x0, r0) ≲ V (x0, r0).

By (4.27), (4.18), d(xjα, y
j
β) ≥ 2kδj+1, (4.30) and (4.49), we conclude that∣∣∣(ψjβ, ψ̃k, ij, β

)∣∣∣ ≤ ∫
X

∣∣∣ψjβ(x)ψ̃k, ij, β(x)
∣∣∣ dµ(x) ≲ eνδ2

k−2
√
µjα

∫
X

∣∣ϕjα(x)∣∣ ∣∣∣ψjβ(x)∣∣∣2 dµ(x)
≲ eνδ2

k−2 1

V (yjβ, δ
j)

∫
X
e−2νδ−jd(yjβ , x)e−νδ

−jd(xjα, x) dµ(x)

≲ eνδ2
k−2

e−νδ
−jd(yjβ , x

j
α) 1

V (yjβ, δ
j)

∫
X
e−νδ

−jd(yjβ , x) dµ(x)

≲ eνδ2
k−2

e−νδ2
k ≲ 1,

which, together with Theorem 4.33, implies that

I1 ≲

∑
j∈Z

∑
β∈Gj

∣∣∣(h, ψjβ)∣∣∣2


1/2

∼ ∥h∥L2(X ).

From the estimate of I2 in the proof of [27, Proposition 3.4], we deduce that

I2 ≲
∞∑
s=0

2
(s+1)

2
G0

×


∑
j∈Z

∑
γ∈Gj

∣∣(h, ψjγ)∣∣2 ∑
{β∈Gj : 2sδj+1≤d(yjγ , yjβ)<2s+1δj+1}

∣∣∣(ψjγ , ψ̃k, ij, β

)∣∣∣2


1/2

.

Now we estimate |(ψjγ , ψ̃k, ij, β)| for any (j, γ) ∈ C with C as in (4.21), s ∈ Z+

and β satisfying 2sδj+1 ≤ d(yjγ , y
j
β) < 2s+1δj+1. By (4.11), (4.18), α ∈ A k

j, β ,

2sδj+1 ≤ d(yjγ , y
j
β), the Hölder inequality and (4.30), we conclude that∣∣∣(ψjγ , ψ̃k, ij, β

)∣∣∣ ≤ ∫
X

∣∣∣ψjγ(x)ψ̃k, ij, β(x)
∣∣∣ dµ(x) ≲ eνδ2

k−2
√
µjα

∫
X

∣∣∣ψjγ(x)ψjβ(x)ϕjα(x)∣∣∣ dµ(x)
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≲ eνδ2
k−2

∫
X

e−νδ
−jd(yjγ , x)√
V (yjγ , δj)

e−νδ
−jd(yjβ , x)√
V (yjβ, δ

j)
e−νδ

−jd(xjα, x) dµ(x)

≲ eνδ2
k−2

e−
ν
2
δ−jd(yjγ , y

j
β)e−

ν
2
δ−jd(yjβ , x

j
α)

×
∫
X

e−
ν
2
δ−jd(yjγ , x)√
V (yjγ , δj)

e−
ν
2
δ−jd(yjβ , x)√
V (yjβ, δ

j)
dµ(x)

≲ e−νδ2
s−2

∥∥∥∥∥∥e
− ν

2
δ−jd(yjγ , ·)√
V (yjγ , δj)

∥∥∥∥∥∥
L2(X )

∥∥∥∥∥∥e
− ν

2
δ−jd(yjβ , ·)√
V (yjβ, δ

j)

∥∥∥∥∥∥
L2(X )

≲ e−νδ2
s−2
,

which, combined with Remark 4.26(ii) and Theorem 4.33, implies that

I2 ≲
∞∑
s=0

2(s+1)G0e−νδ2
s−2

∑
j∈Z

∑
γ∈Gj

∣∣(h, ψjγ)∣∣2


1/2

≲ ∥h∥L2(X ).

Now we consider I3. We first estimate |(ψsγ , ψ̃
k, i
j, β)| for any (j, γ), (s, γ) ∈ C with

d(ysγ , y
j
β) ≥ δj+1 and s ∈ Z ∩ (−∞, j − 1]. By ϕjα ∈ Vj , ψ

j
β ∈ Wj and Vj⊥Wj with

Vj and Wj for all j ∈ Z as in Lemma 4.36, we have∫
X
ψ̃k, ij, β(x) dµ(x) = eνδ2

k−2
√
µjα

∫
X
ϕjα(x)ψ

j
β(x) dµ(x) = 0.

This, together with (4.11), (4.18), α ∈ A k
j, β, d(y

s
γ , y

j
β) ≥ δj+1, the Hölder inequality,

(4.30) and some arguments used in the estimate of [27, Proposition 3.4], further
implies that∣∣∣(ψsγ , ψ̃k, ij, β

)∣∣∣ = ∣∣∣∣∫
X

[
ψsγ(x)− ψsγ

(
yjβ

)]
ψ̃k, ij, β(x) dµ(x)

∣∣∣∣
≲ eνδ2

k−2
√
µjα

∫
X

∣∣∣ψsγ(x)− ψsγ

(
yjβ

)∣∣∣ ∣∣∣ψjβ(x)ϕjα(x)∣∣∣ dµ(x)
≲ eνδ2

k−2

∫
X

∣∣∣ψsγ(x)− ψsγ

(
yjβ

)∣∣∣ e−νδ−jd(yjβ , x)√
V (yjβ, δ

j)
e−νδ

−jd(xjα, x) dµ(x)

≲ eνδ2
k−2

e−
ν
2
δ−jd(yjβ , x

j
α)

∥∥∥∥∥∥e
− ν

4
δ−jd(yjβ , ·)√
V (yjβ, δ

j)

∥∥∥∥∥∥
L2(X )

×
{∫

X

∣∣∣ψsγ(x)− ψsγ

(
yjβ

)∣∣∣2 e− ν
2
δ−jd(yjβ , x) dµ(x)

}1/2

≲
{
e−

ν
4
δ−sd(ysγ , y

j
β)

j−s∑
t=0

δ2tηe−
ν
2
δs+t+1−j

}1/2

.
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By this and some arguments used in the estimate for I3 in the proof of [27,
Proposition 3.4], we obtain

I3 ≲ ∥h∥L2(X ).

Finally, we deal with I4. To this end, we also need to estimate |(ψsγ , ψ̃
k, i
j, β)| for

any (j, γ), (s, γ) ∈ C with d(ysγ , y
j
β) ≥ δs+1 and s ∈ Z ∩ [j + 1,∞). By ψsγ ∈ Ws,

ϕjα ∈ Vj ⊂ Vs and Ws⊥Vs with Vk and Wk for any k ∈ Z as in Lemma 4.36, we have∫
X
ψsγ(x)ϕ

j
α(x) dµ(x) = 0,

which, combined with (4.11), (4.18), the Hölder inequality, (4.30) and some argu-
ments used in the proof of [27, Proposition 3.4], further implies that∣∣∣(ψsγ , ψ̃k, ij, β

)∣∣∣ = ∣∣∣∣eνδ2k−2
√
µjα

∫
X
ψsγ(x)ϕ

j
α(x)ψ

j
β(x) dµ(x)

∣∣∣∣
=

∣∣∣∣eνδ2k−2
√
µjα

∫
X
ψsγ(x)ϕ

j
α(x)

[
ψjβ(x)− ψjβ

(
ysγ
)]
dµ(x)

∣∣∣∣
≲ eνδ2

k−2
√
µjα

∫
X

∣∣ψsγ(x)ϕjα(x)∣∣ ∣∣∣ψjβ(x)− ψjβ
(
ysγ
)∣∣∣ dµ(x)

≲ eνδ2
k−2

∫
X

∣∣∣ψjβ(x)− ψjβ
(
ysγ
)∣∣∣ e−νδ−sd(ysγ , x)√

V (ysγ , δ
s)
e−νδ

−jd(xjα, x) dµ(x)

≲ eνδ2
k−2

∥∥∥∥∥∥e
− ν

2
δ−sd(ysγ , ·)√
V (ysγ , δ

s)

∥∥∥∥∥∥
L2(X )

×
{∫

X

∣∣∣ψjβ(x)− ψjβ
(
ysγ
)∣∣∣2 e−νδ−sd(yjβ , x) dµ(x)

}1/2

≲ e−
ν
4
δ−jd(ysγ , y

j
β)

{
s−j∑
t=0

δ2tηe−νδ
j+t+1−s

}1/2

.

From this and the estimate of I4 in the proof of [27, Proposition 3.4], it follows
that

I4 ≲ ∥h∥L2(X ),

which, together with the estimates for I1, I2 and I3, then completes the proof of
(4.29) and hence Proposition 4.38. □

We also recall some estimates of integral kernels from [27, Proposition 3.5] as

follows, where sjα is replaced by

√
µjαϕ

j
α. Let k ∈ Z and i ∈ {1, . . . ,mk} with mk as

in (4.26). For any (x, y) ∈ {X × X} \ {(x, x) : x ∈ X}, let

Kk, i(x, y) :=
∑
j∈Z

∑
β∈Gj

ψ̃k, ij, β(x)ψ
j
β(y),(4.31)
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where Gj for any j ∈ Z is as in (4.13), and, for each N ∈ N and x, y ∈ X , let

KN
k, i(x, y) :=

∑
(j, β)∈CN

ψ̃k, ij, β(x)ψ
j
β(y),(4.32)

where CN for any N ∈ N is as in (4.22).
Before proving Lemma 4.37, we give a new version of [27, Proposition 3.5].

Proposition 4.39. Suppose that (X , d, µ) is a metric measure space of homogeneous
type, N ∈ N, k ∈ Z and i ∈ {1, . . . ,mk} with mk as in (4.26). Let Kk, i, K

N
k, i be

defined as in (4.31) and (4.32). Then

Kk, i, K
N
k, i ∈ L1

loc ({X × X} \ {(x, x) : x ∈ X})

and satisfy (4.3), (4.4) and (4.5) with s := η/2 and η as in (4.12).

Proof. Let N ∈ N, k ∈ Z, i ∈ {1, . . . ,mk}, and the kernels Kk, i and K
N
k, i be defined

as in (4.31) and (4.32), respectively. It suffices to show that Kk, i satisfies (4.3),

(4.4) and (4.5), since the proofs for KN
k, i are similar.

Now we show that Kk, i satisfies (4.3). From (4.11), (4.18), α ∈ A k
j, β with A k

j, β

as in (4.25), and the estimate of H in the proof of [27, Proposition 3.5], we deduce
that, for all x, y ∈ X with x ̸= y,

|Kk, i(x, y)| ≲ eνδ2
k−2

∑
j∈Z

∑
β∈Gj

e−νδ
−jd(xjα, x)(4.33)

× e−
ν
2
δ−jd(yjβ , x)

∣∣∣ψjβ(x)∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

≲ eνδ2
k−2

e−
ν
2
δ−jd(yjβ , x

j
α)

∑
j∈Z

∑
β∈Gj

∣∣∣ψjβ(x)∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

≲
∑
j∈Z

∑
β∈Gj

∣∣∣ψjβ(x)∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

≲ 1

V (x, y)
,

which, combined with (4.33), implies that Kk, i satisfies (4.3).
We then show that Kk, i satisfies (4.5). Let x, y, ỹ ∈ X with 0 < d(y, ỹ) ≤

1
2d(x, y). From (4.11), (4.18) and α ∈ A k

j, β with A k
j, β as in (4.25) and the estimate

for J in the proof of [27, Proposition 3.5], together with yjβ := xj+1
β for all β ∈ Gj ,

we deduce that

|Kk, i(x, y)−Kk, i(x, ỹ)|(4.34)

≲ eνδ2
k−2

∑
j∈Z

∑
β∈Gj

e−νδ
−jd(xjα, x)e−

ν
2
δ−jd(yjβ , x)

∣∣∣ψjβ(y)− ψjβ (ỹ)
∣∣∣

×
|ψjβ(x)|

1/2

[V (yjβ, δ
j)]1/4
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≲ eνδ2
k−2

e−
ν
2
δ2k

∑
j∈Z

∑
β∈Gj

∣∣∣ψjβ(y)− ψjβ (ỹ)
∣∣∣ |ψjβ(x)|

1/2

[V (yjβ, δ
j)]1/4

≲
∑
j∈Z

∑
β∈Gj

∣∣∣ψjβ(y)− ψjβ (ỹ)
∣∣∣ |ψjβ(x)|

1/2

[V (yjβ, δ
j)]1/4

≲ 1

V (x, y)

[
d(y, ỹ)

d(x, y)

]η
,

which further implies that K satisfies (4.5).
Finally, we prove that K satisfies (4.4). Let x, x̃, y ∈ X with 0 < d(x, x̃) ≤

1
2d(x, y). From (4.11), (4.18) and α ∈ A k

j, β, we deduce that

|Kk, i(x, y)−Kk, i(x̃, y)|

≤ eνδ2
k−2

√
µjα

∑
j∈Z

∑
β∈Gj

∣∣∣ϕjα(x)ψjβ(x)− ϕjα (x̃)ψ
j
β (x̃)

∣∣∣ ∣∣∣ψjβ(y)∣∣∣
≤ eνδ2

k−2
√
µjα

∑
j∈Z

∑
β∈Gj

[∣∣∣ϕjα(x)ψjβ(x)∣∣∣1/2 + ∣∣∣ϕjα (x̃)ψjβ (x̃)∣∣∣1/2]

×
∣∣∣ϕjα(x)ψjβ(x)− ϕjα (x̃)ψ

j
β (x̃)

∣∣∣1/2 ∣∣∣ψjβ(y)∣∣∣
≲ eνδ2

k−2 [
µjα

] 1
4
∑
j∈Z

∑
β∈Gj

[
e−

ν
2
δ−jd(xjα, x)

e−
ν
2
δ−jd(yjβ , x)

[V (yjβ, δ
j)]1/4

+e−
ν
2
δ−jd(xjα, x̃)

e−
ν
2
δ−jd(yjβ , x̃)

[V (yjβ, δ
j)]1/4

] ∣∣∣ϕjα(x)ψjβ(x)− ϕjα (x̃)ψ
j
β (x̃)

∣∣∣1/2 ∣∣∣ψjβ(y)∣∣∣
≲

[
µjα

] 1
4
∑
j∈Z

∑
β∈Gj

∣∣∣ϕjα(x)ψjβ(x)− ϕjα (x̃)ψ
j
β (x̃)

∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

≲
[
µjα

] 1
4
∑
j∈Z

∑
β∈Gj

∣∣ϕjα(x)∣∣1/2 ∣∣∣ψjβ(x)− ψjβ (x̃)
∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

+
[
µjα

] 1
4
∑
j∈Z

∑
β∈Gj

∣∣ϕjα(x)− ϕjα (x̃)
∣∣1/2 ∣∣∣ψjβ (x̃)∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

=: J1 + J2.

By some arguments similar to those used in the estimates of (4.34), we have

J1 ≲
∑
j∈Z

∑
β∈Gj

∣∣∣ψjβ(x)− ψjβ (x̃)
∣∣∣1/2 |ψjβ(y)|

[V (yjβ, δ
j)]1/4

≲ 1

V (x, y)

[
d(x, x̃)

d(x, y)

]η
.

To estimate J2, by Theorem 4.31 and the estimate for B in the proof of [27,
Proposition 3.5], we conclude that

J2 ≲
1

V (x, y)

[
d(x, x̃)

d(x, y)

]η/2
.

This, combined with the estimate for J1, implies that Kk, i satisfies (4.4), which
completes the proof of Proposition 4.39. □
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The following notions of (1, q, η)-molecules are from [38] with a slight modifica-
tion.

Definition 4.40. Let q ∈ (1,∞] and ϵ⃗ := {ϵk}k∈N ⊂ [0,∞) satisfying
∞∑
k=1

kϵk <∞.(4.35)

A function M ∈ Lq(X ) is called a (1, q, ϵ⃗)-molecule centered at a ball B = B(x0, r)
with some x0 ∈ X and r ∈ (0,∞) if

(M1) ∥MχB∥Lq(X ) ≤ [µ(B)]1/q−1;

(M2) for all k ∈ N, ∥MχB(x0,2kr)\B(x0,2k−1r)∥Lq(X ) ≤ ϵk]µ(2
kB)]1/q−1;

(M3)
∫
X M(x) dµ(x) = 0.

Then we state the molecular characterization of H1
at(X ) without resorting to the

measure doubling condition (1.7); see [57, Theorem 3.2] for the details.

Theorem 4.41 ([57]). Assume that (X , d, µ) is a metric measure space of homo-
geneous type. Let q ∈ (1,∞] and ϵ⃗ := {ϵk}k∈N ⊂ [0,∞) satisfy (4.35). Then there
exists a positive constant C such that, for any (1, q, ϵ⃗)-molecule m, it holds true that

∥m∥H1
at(X ) ≤ C.

Moreover, f ∈ H1
at(X ) if and only if there exist (1, q, ϵ⃗)-molecules {mj}j∈N and

{λj}j∈N ⊂ C such that

f =
∞∑
j=1

λjmj

holds true in L1(X ). Furthermore, there exists a positive constant C, independent
of f , such that

C−1∥f∥H1
at(X ) ≤ inf


∞∑
j=1

|λj |

 ≤ C∥f∥H1
at(X ),

where the infimum is taken over all the decompositions of f as above.

Remark 4.42. The molecular characterization of H1
at(X ) appeared in [26, 27] has

a problem that it only holds true on RD-spaces. For general spaces of homogeneous
type, we need a revised version as in Theorem 4.41.

Now we state the following result from [27, Lemma 3.7] with some slight modifi-
cations.

Lemma 4.43. Let (X , d, µ) be a metric measure space of homogeneous type. Then
the bilinear operator Π1 in (4.24), originally defined for f, g ∈ L2(X ) with finite
wavelet decompositions as in (4.23), can be extended to a bounded bilinear operator
from L2(X )× L2(X ) into H1

at(X ).

Proof. Suppose that f, g ∈ L2(X ) have finite wavelet decompositions as in (4.23), s̃jα
is as in Theorem 4.31 for all (j, α) ∈ A , with A as in (4.9), and, for all (j, α) ∈ A ,

µjα := µ(B(xjα, δj)).
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We first notice that, for each given j ∈ Z ∩ [−M2,M2], with M2 as in (4.23),
α ∈ Aj with Aj as in (4.6), and β ∈ Gj , with Gj as in (4.13), by (4.13) and (4.8),

β ∈ Gj if and only if β ∈ Gj and d(xjα, y
j
β) ≥ δj+1. Furthermore, from the finite

wavelet decomposition of g, we deduce that Qjg = 0 for all j ̸∈ Z ∩ [−M2,M2].
From these facts, (4.24) and Theorems 4.30 and 4.33, it follows that

Π1(f, g) =

M2∑
j=−M2

(Pjf) (Qjg)(4.36)

=

M2∑
j=−M2

 ∑
α∈Aj

(
f, ϕjα

)
ϕjα

∑
β∈Gj

(
g, ψjβ

)
ψjβ


=

M2∑
j=−M2

∑
α∈Aj

∑
{β∈Gj : d(x

j
α,y

j
β)≥δj+1}

(
f, ϕjα

) (
g, ψjβ

)
ϕjαψ

j
β

in L1(X ). Now we show that

T :=

M2∑
j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

∣∣(f, ϕjα)∣∣ ∣∣∣(g, ψjβ)∣∣∣(4.37)

×
∫
X

∣∣∣ϕjα(x)ψjβ(x)∣∣∣ dµ(x) <∞.

Indeed, by (4.11), (4.18), the Hölder inequality, (4.30) and (1.7), we conclude that

T ≲
M2∑

j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

∣∣(f, ϕjα)∣∣ ∣∣∣(g, ψjβ)∣∣∣
×

∫
X

e−νδ
−jd(x, yjβ)√
V (yjβ, δ

j)

e−νδ
−jd(x, xjα)√
µjα

dµ(x)

≲
M2∑

j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

∣∣(f, ϕjα)∣∣ ∣∣∣(g, ψjβ)∣∣∣ e− ν
2
δ−jd(xjα, y

j
β)

×
∫
X

e−νδ
−jd(x, yjβ)√
V (yjβ, δ

j)

e−νδ
−jd(x, xjα)√
µjα

dµ(x)

≲
M2∑

j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

∣∣(f, ϕjα)∣∣ ∣∣∣(g, ψjβ)∣∣∣ e− ν
2
δ−jd(xjα, y

j
β)

×


∫
X

e− ν
2
δ−jd(x, yjβ)√
V (yjβ, δ

j)

2

dµ(x)


1/2

∫
X

e− ν
2
δ−jd(x, xjα)√
µjα

2

dµ(x)


1/2



RECENT PROGRESS IN BILINEAR DECOMPOSITIONS 193

≲
M2∑

j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

∣∣(f, ϕjα)∣∣ ∣∣∣(g, ψjβ)∣∣∣ e− ν
2
δ−jd(xjα, y

j
β),

which, combined with the Hölder inequality, Lemma 4.29, Theorems 4.30 and 4.33,
implies that

T ≲


M2∑

j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

∣∣(f, ϕjα)∣∣2 e−νδ−jd(xjα, y
j
β)/2


1/2

×


M2∑

j=−M2

∑
β∈Gj

∣∣∣(g, ψjβ)∣∣∣2 ∑
α∈Aj

e−νδ
−jd(xjα, y

j
β)/2


1/2

≲


M2∑

j=−M2

∑
α∈Aj

∣∣(f, ϕjα)∣∣2 ∑
{β∈Gj : d(x

j
α,y

j
β)≥δj+1}

e−νδ
−jd(xjα, y

j
β)/2


1/2

×


M2∑

j=−M2

∑
β∈Gj

∣∣∣(g, ψjβ)∣∣∣2


1/2

≲


M2∑

j=−M2

∑
α∈Aj

∣∣(f, ϕjα)∣∣2


1/2

∥g∥L2(X ) ≲M
1/2
2 ∥f∥L2(X )∥g∥L2(X ) <∞.

This shows that (4.37) holds true.
Recall that, for any j ∈ N∩ [−M2,M2], β ∈ Gj , with Gj as in (4.13), and k ∈ Z+,

A k
j, β and mk are as in (4.25) and (4.26), respectively. Then, due to (4.36), (4.37)

and the Fubini theorem, we write

Π1(f, g) =

M2∑
j=−M2

∑
β∈Gj

∑
{α∈Aj : d(x

j
α,y

j
β)≥δj+1}

(
f, ϕjα

) (
g, ψjβ

)
ϕjαψ

j
β(4.38)

=
∞∑
k=0

M2∑
j=−M2

∑
β∈Gj

∑
α∈A k

j, β

(
f, ϕjα

) (
g, ψjβ

)
ϕjαψ

j
β

=
∞∑
k=0

mk∑
i=1

e−νδ2
k−2

M2∑
j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β


×

(
g, ψjβ

)
eνδ2

k−2
√
µj
αi
j, β

ϕj
αi
j, β

ψjβ

in L1(X ).
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In order to estimate Π1(f, g), we need to recall the following operator Uk, i from
[27] for any k ∈ Z+ and i ∈ {1, . . . ,mk}. For any (j, β) ∈ C , let

Uk, i

(
ψjβ

)
:= ψ̃k, ij, β,(4.39)

where ψ̃k, ij, β is as in (4.27) and ψjβ as in Theorem 4.33 with (k, α) replaced by (j, β).

We now recall from [27, Section 3] that Uk, i can be extended to a bounded linear
operator on L2(X ) and on H1

at(X ).
We claim that, for each k ∈ Z+ and i ∈ {1, . . . ,mk},

M2∑
j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β

(
g, ψjβ

)
ψjβ ∈ H1

at(X ).(4.40)

Indeed, from αij, β ∈ A k
j, β with A k

j, β as in (4.25) and (1.7), we deduce that

V
(
yjβ, δ

j
)
≤ V

(
xj
αi
j, β

, 2k+2δj
)

≲ 2nkV

(
xj
αi
j, β

, δj
)

∼ 2nkµj
αi
j, β

.(4.41)

Moreover, from the proof of [26, Lemma 3.7], it follows that, for any j ∈ Z and β ∈

Gj ,
ψj
β√

V (yjβ ,δ
j)

is a (1, 2, η)-molecule multiplied by a positive constant independent of

j and β. Thus, by this, the completion of H1
at(X ), Theorem 4.41, (4.41), the Hölder

inequality, Theorems 4.30 and 4.33, the fact that, for any β ∈ Gj , there exist at

most mk points αij, β in A k
j, β ⊂ Aj corresponding to β, V (yjβ, δ

j) ⊂ V (xαi
j, β
, 2k+2δj)

and (1.7), we conclude that∥∥∥∥∥∥∥∥
M2∑

j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β

(
g, ψjβ

)
ψjβ

∥∥∥∥∥∥∥∥
H1

at(X )

≲
M2∑

j=−M2

∑
β∈Gj

∣∣∣∣(f, ϕjαi
j, β

)∣∣∣∣ ∣∣∣(g, ψjβ)∣∣∣
√√√√√V (yjβ, δ

j)

µj
αi
j, β

≲ 2nk/2
M2∑

j=−M2

∑
β∈Gj

∣∣∣∣(f, ϕjαi
j, β

)∣∣∣∣2
1/2 ∑

β∈Gj

∣∣∣(g, ψjβ)∣∣∣2
1/2

≲ 2nk/2m
1/2
k

M2∑
j=−M2

 ∑
α∈Aj

∣∣(f, ϕjα)∣∣2
1/2

∥g∥L2(X )

≲ 2nk/2m
1/2
k M2∥f∥L2(X )∥g∥L2(X ) <∞.

This finishes the proof of the above claim (4.40).
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By (4.38), (4.39), the above claim and the boundedness of Uk, i on H
1
at(X ) uni-

formly with respect to k and i, we conclude that

Π1(f, g) =

∞∑
k=0

mk∑
i=1

e−νδ2
k−2

M2∑
j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β

(
g, ψjβ

)
Uk, i

(
ψjβ

)

=
∞∑
k=0

mk∑
i=1

e−νδ2
k−2

Uk, i

 M2∑
j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β

(
g, ψjβ

)
ψjβ


in L1(X ). From the above claim, (4.40), together with the boundedness of Uk, i on
H1

at(X ) uniformly with respect to k and i, and [26, Theorem 4.4], we deduce that

L :=

∞∑
k=0

mk∑
i=1

e−νδ2
k−2

∥∥∥∥∥∥∥∥Uk, i
 M2∑
j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β

(
g, ψjβ

)
ψjβ


∥∥∥∥∥∥∥∥
H1

at(X )

(4.42)

≲
∞∑
k=0

mk∑
i=1

e−νδ2
k−2

∥∥∥∥∥∥∥∥
M2∑

j=−M2

∑
β∈Gj

f, ϕj
αi
j, β√
µj
αi
j, β

(
g, ψjβ

)
ψjβ

∥∥∥∥∥∥∥∥
H1

at(X )

≲
∞∑
k=0

mk∑
i=1

e−νδ2
k−2

∥∥∥∥∥∥∥∥∥


∑
(j, γ, β)∈I

∣∣∣∣∣∣∣∣
f, ϕj

αi
j, β√
µj
αi
j, β

(
g, ψjγ, β

)∣∣∣∣∣∣∣∣
2

χ
Qj

γ

µ(Qjγ)


1/2

∥∥∥∥∥∥∥∥∥
L1(X )

,

where I is as in (4.20).
Moreover, by αij, β ∈ A k

j, β , (j + 1, β) ≤ (j, γ) and Remark 4.28(i), we obtain

d

(
xj
αi
j, β

, xjγ

)
≤ d

(
xj
αi
j, β

, yjβ

)
+ d

(
yjβ, x

j
γ

)
< 2k+1δj+1 + 2δj+1 ≤ 2k+2δj+1,

which, combined with Theorem 4.27(iv), implies that

Qjγ ⊂ B(xjγ , 4δ
j) ⊂ B(xj

αi
j, β

, 2k+3δj).

From these inclusion relations, (4.11) and (1.7), we further deduce that, for all
x ∈ X ,∣∣∣∣∣∣∣∣
f, ϕj

αi
j, β√
µj
αi
j, β


∣∣∣∣∣∣∣∣
χ
Qj

γ
(x)

µ(Qjγ)
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≤

∣∣∣∣∣∣∣∣
f, ϕj

αi
j, β√
µj
αi
j, β


∣∣∣∣∣∣∣∣χB(xj

αi
j, β

, 2k+3δj)
(x)

χ
Qj

γ
(x)

µ(Qjγ)

≲
[C̃(X )]

k

V (xj
αi
j, β

, 2k+3δj)

∫
X
|f(y)|e

−νδ−jd(y,xj
αi
j, β

)

dµ(y)χ
B(xj

αi
j, β

, 2k+3δj)
(x)

χ
Qj

γ
(x)

µ(Qjγ)

≲
[C̃(X )]

k

V (xj
αi
j, β

, 2k+3δj)

∫
B(xj

αi
j, β

, 2k+3δj)
|f(y)| dµ(y)χ

B(xj
αi
j, β

, 2k+3δj)
(x)

χ
Qj

γ
(x)

µ(Qjγ)

+
[C̃(X )]

k

V (xj
αi
j, β

, 2k+3δj)

∞∑
s=1

e−ν2
s+k+2

∫
B(xj

αi
j, β

, 2s+k+3δj)\B(xj
αi
j, β

, 2s+k+2δj)
|f(y)| dµ(y)

× χ
B(xj

αi
j, β

, 2s+k+3δj)
(x)

χ
Qj

γ
(x)

µ(Qjγ)

≲ [C̃(X )]
kM(f)(x)

χ
Qj

γ
(x)

µ(Qjγ)
+ [C̃(X )]

k
∞∑
s=1

2sne−ν2
s+k+2

M(f)(x)
χ
Qj

γ
(x)

µ(Qjγ)

≲ [C̃(X )]
kM(f)(x)

χ
Qj

γ
(x)

µ(Qjγ)
,

which, together with (4.42), mk := N02
(k+1)G0 , the Hölder inequality, the bound-

edness of the Hardy-Littlewood maximal function M on L2(X ) and Theorem 4.33,
further implies that

L ≲
∞∑
k=0

[
C̃(X )

]k
mke

−νδ2k−2

∥∥∥∥∥∥∥M(f)

 ∑
(j, γ, β)∈I

∣∣∣(g, ψjγ, β)∣∣∣2 χ
Qj

γ

µ(Qjγ)


1/2

∥∥∥∥∥∥∥
L1(X )

≲
∞∑
k=0

[
C̃(X )

]k
mke

−νδ2k−2∥M(f)∥L2(X )

 ∑
(j, γ, β)∈I

∣∣∣(g, ψjγ, β)∣∣∣2


1/2

≲
∞∑
k=0

[
C̃(X )

]k
mke

−νδ2k−2∥f∥L2(X )∥g∥L2(X ) ≲ ∥f∥L2(X )∥g∥L2(X ).

This, combined with the completion of H1
at(X ), then implies that Π1(f, g) ∈ H1

at(X )
and

∥Π1(f, g)∥H1
at(X ) ≲ L ≲ ∥f∥L2(X )∥g∥L2(X ),

which, together with the fact that the functions in L2(X ) with finite wavelet decom-
positions as in (4.23) are dense in L2(X ) and a standard density argument, further
completes the proof of Lemma 4.43. □

By [2, Corollary 11.2] (see also [27, (4.1)]), we know that, for any j ∈ Z, β ∈ Gj
and g ∈ BMO(X ), ⟨g, ψjβ⟩ is well defined and there exists a positive constant C
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such that, for all g ∈ BMO(X ),∣∣∣⟨g, ψjβ⟩∣∣∣ ≤ C∥g∥BMO(X )

√
V (yjβ, δ

j).(4.43)

It was shown in [27, Section 4] that Qjg :=
∑

β∈Gj

⟨
g, ψjβ

⟩
ψjβ is also pointwisely

well defined.
Analogously, let j ∈ Z and g ∈ BMO(X ).

Pjg :=
∑
α∈Aj

⟨
g, ϕjα

⟩
ϕjα

is pointwisely well defined.
Now we are ready to prove Lemma 4.37.

Proof of Lemma 4.37. We first show that, for each (1, 2)-atom a related to a ball
B0 := B(x0, r0), with some x0 ∈ X and r0 ∈ (0,∞), and g ∈ BMO(X ), Π1(a, g) ∈
H1

at(X ) and

∥Π1(a, g)∥H1
at(X ) ≲ ∥g∥BMO(X ),(4.44)

where the implicit positive constant is independent of a and g.
Indeed, let k0 ∈ Z satisfy δk0+1 ≤ r0 < δk0 and C4 be a sufficiently large positive

constant which is determined later. We formally write

Π1(a, g) =

∞∑
j=k0+1

 ∑
α∈Aj

(
a, ϕjα

)
ϕjα


 ∑
{β∈Gj : y

j
β∈C4B0}

⟨
g, ψjβ

⟩
ψjβ


+

∞∑
j=k0+1

 ∑
α∈Aj

(
a, ϕjα

)
ϕjα


 ∑
{β∈Gj : y

j
β ̸∈C4B0}

⟨
g, ψjβ

⟩
ψjβ


+

k0∑
j=−∞

 ∑
α∈Aj

(
a, ϕjα

)
ϕjα

∑
β∈Gj

⟨
g, ψjβ

⟩
ψjβ


=: Π

(1)
1 (a, g) + Π

(2)
1 (a, g) + Π

(3)
1 (a, g).

Let

g1 :=
∑

{ℓ∈Z: δℓ≤r0}

∑
{θ∈Gℓ: y

ℓ
θ∈C4B0}

⟨
g, ψℓθ

⟩
ψℓθ.

From the proof of [27, Theorem 4.9], it follows that g(1) ∈ L2(X ) and∥∥∥g(1)∥∥∥
L2(X )

≲ ∥g∥BMO(X )

√
µ(B0).

By this and a ∈ L2(X ), combined with Lemma 4.43, we conclude that Π
(1)
1 (a, g) =

Π1(a, g1) belongs to H1
at(X ), which, together with Lemma 4.43 and an argument
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similar to that used in the estimate for Π
(1)
3 (a, g) in the proof of [27, Theorem 4.9],

implies that ∥∥∥Π(1)
1 (a, g)

∥∥∥
H1

at(X )
= ∥Π1 (a, g1)∥H1

at(X ) ≲ ∥g∥BMO(X ).

Then we estimate Π
(2)
1 (a, g). By [57, Theorem 3.2], we know that, for all j ∈ Z,

α ∈ Aj , and β ∈ Gj with Gj as in (4.13), there exists ϵ⃗ := {ϵk}k∈N satisfying (4.35)
such that

ajα, β := e
ν
2
δ−jd(xjα, y

j
β)ϕjαψ

j
β is a (1, 2, ϵ⃗)−molecule,(4.45)

related to the ball B(xjα, δj), multiplied by a positive harmless constant independent
of k, α and β.

By Theorem 4.31 and r0 < δk0 < δj for any j > k0, we have∣∣(a, ϕjα)∣∣ ≲ ∫
B0

|a(x)| 1√
µjα

e−νδ
−jd(x0,x

j
α) dµ(x)(4.46)

≲
∫
B0

|a(x)| 1√
µjα

e−νδ
−jd(x0,x

j
α)eνδ

−jd(x0,x) dµ(x)

≲ eνδ
−jr0

∫
B0

|a(x)| 1√
µjα

e−νδ
−jd(x0,x

j
α) dµ(x)

≲ 1√
µjα

e−νδ
−jd(x0,x

j
α)∥a∥L1(X ) ≲

1√
µjα

e−νδ
−jd(x0,x

j
α).

From (4.45), (4.43), (4.11), (1.7) and Lemma 4.29, we deduce that

A :=

∞∑
j=k0+1

∑
α∈Aj

∑
{β∈Gj : y

j
β ̸∈C4B0}

∣∣(a, ϕjα)∣∣ ∣∣∣⟨g, ψjβ⟩∣∣∣ ∥∥∥ϕjαψjβ∥∥∥
H1

at(X )

≲
∞∑

j=k0+1

∑
α∈Aj

∑
{β∈Gj : y

j
β ̸∈C4B0}

∣∣(a, ϕjα)∣∣ ∣∣∣⟨g, ψjβ⟩∣∣∣ e− ν
2
δ−jd(xjα, y

j
β)

≲∥g∥BMO(X )∥a∥L1(X )

∞∑
j=k0+1

∑
α∈Aj

e−νδ
−jd(x0,x

j
α)

×
∑

{β∈Gj : y
j
β ̸∈C4B0}

[
V (yjβ, δ

j)

V (xjα, δj)

]1/2

e−
ν
2
δ−jd(yjβ , x

j
α)

≲∥g∥BMO(X )

∞∑
j=k0+1

∑
α∈Aj

e−νδ
−jd(x0,x

j
α)

∑
{β∈Gj : y

j
β ̸∈C4B0}

e−
ν
4
δ−jd(yjβ , x

j
α)

≲∥g∥BMO(X )

∞∑
j=k0+1

∑
α∈Aj

e−
3ν
4
δ−jd(x0,x

j
α)

∑
{β∈Gj : y

j
β ̸∈C4B0}

e−
ν
4
δ−jd(yjβ , x0)
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≲∥g∥BMO(X )

∞∑
j=k0+1

∑
{β∈Gj : y

j
β ̸∈C4B0}

e−
ν
4
δ−jd(yjβ , x0).

This, combined with δk0+1 ≤ r0 < δk0 , implies that

A ≲ ∥g∥BMO(X )

∞∑
j=k0+1

∑
{β∈Gj : y

j
β ̸∈C4B0}

e−
ν
4
δ−jd(yjβ , x0)

≲ ∥g∥BMO(X )

∞∑
j=k0+1

∞∑
t=0

∑
{β∈Gj : y

j
β∈2t+1C4B0\2tC4B0}

e−
ν
4
C4δk0−j+12t

≲ ∥g∥BMO(X )

∞∑
j=k0+1

∞∑
t=0

2−tM0δ(j−k0)M0δ(k0−j)G02tG0 ≲ ∥g∥BMO(X ),

where M0 and C4 are chosen to be sufficiently large positive constants such that
M0 > 2G0, with G0 as in Remark 4.26(ii). Therefore, from the completion of

H1
at(X ), we deduce that Π

(2)
1 (a, g) ∈ H1

at(X ) and∥∥∥Π(2)
1 (a, g)

∥∥∥
H1

at(X )
≤ A ≲ ∥g∥BMO(X ).

Finally, we deal with Π
(3)
1 (a, g). We first estimate |(a, ϕjα)| for all j ∈ Z∩(−∞, k0]

and α ∈ Aj with xjα ∈ B(x0, 9δ
j). By

∫
X a(x) dµ(x) = 0, r0 < δk0 ≤ δj for all

j ≤ k0, and (4.12), we have∣∣(a, ϕjα)∣∣ ≤ ∫
B0

|a(x)|
∣∣ϕjα(x)− ϕjα(x0)

∣∣ dµ(x)(4.47)

≲
∫
B0

|a(x)|
[
d(x, x0)

δj

]η 1√
µjα

e−νδ
−jd(x0,x

j
α) dµ(x)

≲ 1√
µjα

δ(k0−j)ηe−νδ
−jd(x0,x

j
α)∥a∥L1(X )

≲ 1√
µjα

δ(k0−j)ηe−νδ
−jd(x0,x

j
α).

From (4.45), (4.47), (1.7), (4.43) and Lemma 4.29, it follows that

k0∑
j=−∞

∑
α∈Aj

∑
β∈Gj

∣∣(a, ϕjα)∣∣ ∣∣∣⟨g, ψjβ⟩∣∣∣ ∥∥∥ϕjαψjβ∥∥∥
H1

at(X )

≲
k0∑

j=−∞

∑
α∈Aj

∑
β∈Gj

∣∣(a, ϕjα)∣∣ ∣∣∣⟨g, ψjβ⟩∣∣∣ e− ν
2
δ−jd(yjβ , y

j
γ)

≲ ∥g∥BMO(X )

k0∑
j=−∞

δ(k0−j)η
∑
α∈Aj

e−νδ
−jd(x0,x

j
α)
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×
∑

{β∈Gj : d(x
j
α, y

j
β)≥δj+1}

e−
ν
2
δ−jd(xjα, y

j
β)

[
V (yjβ, δ

j)

V (xjα, δj)

]1/2

≲ ∥g∥BMO(X )

k0∑
j=−∞

δ(k0−j)η
∑
α∈Aj

e−νδ
−jd(x0,x

j
α)

×
∑

{β∈Gj : d(x
j
α, y

j
β)≥δj+1}

e−
ν
2
δ−jd(xjα, y

j
β)

[
d(yjβ, x

j
α) + δj

δj

]1/2

≲ ∥g∥BMO(X )

k0∑
j=−∞

δ(k0−j)η
∑

{β∈Gj : d(x
j
α, y

j
β)≥δj+1}

e−
ν
4
δ−jd(xjα, y

j
β)

≲ ∥g∥BMO(X )

k0∑
j=−∞

δ(k0−j)η ≲ ∥g∥BMO(X ),

which, together with the completion of H1
at(X ), implies that Π

(3)
1 (a, g) ∈ H1

at(X )
and ∥∥∥Π(3)

1 (a, g)
∥∥∥
H1

at(X )
≲ ∥g∥BMO(X ).

From this and the estimates of Π
(1)
1 (a, g) and Π

(2)
1 (a, g), we deduce that Π1(a, g)

belongs to H1
at(X ) and (4.44) holds true, which, combined with [27, Theorem 4.7]

and an argument similar to that used in the proof of [27, Theorem 4.9], further
implies that Π1 can be extended to a bounded bilinear operator from H1

at(X ) ×
BMO(X ) into H1

at(X ). This finishes the proof of Lemma 4.37. □
Now we give the following revised version of [27, Theorem 4.16].

Lemma 4.44. Let ϵ ∈ (0, 1], ϱ, ϑ ∈ (0, ϵ] and (X , d, µ) be a metric measure space
of homogeneous type. Then, for any (1, 2)-atom a related to a ball B0 and g ∈
BMO(X ), the bilinear operator Π2, defined by setting

Π2(a, g) := agB0 + Π̃2(a, g)

:= agB0 +
∑
j∈Z

∑
α∈Aj

∑
β∈Gj

(
g − gB0 , ϕ

j
α

) (
a, ψjβ

)
ϕjαψ

j
β in (Gϵ0(ϱ, ϑ))′,

can be extended to a bounded bilinear operator from H1
at(X ) × BMO+(X ) into

H log(X ). Furthermore, it holds true that

Π2(a, g) = h+ amB0(g),

where h ∈ H1
at(X ) satisfies that there exists a positive constant C, independent of g

and h, such that ∥h∥H1
at(X ) ≤ C∥g∥BMO(X ).

Proof. We first show that, for any (1, 2)-atom a supported in a ball B0 := B(x0, r0),
with some x0 ∈ X and r0 ∈ (0,∞), and g ∈ BMO(X ), Π2(a, g) ∈ H log(X ) and

∥Π2(a, g)∥Hlog(X ) ≲ ∥g∥BMO+(X ),(4.48)
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where the implicit positive constant is independent of a and g.
Let k0 ∈ Z satisfy δk0+1 ≤ r0 < δk0 and C5 be a positive constant large enough,

which is determined later. We formally write

Π2(a, g) =
∑
j∈Z

∑
β∈Gj

(
a, ψjβ

)
ψjβ


 ∑
α∈Aj

(
[g −mB0(g)]χC5B0 , ϕ

j
α

)
ϕjα


+

∑
j∈Z

∑
β∈Gj

(
a, ψjβ

)
ψjβ


 ∑
α∈Aj

⟨
[g −mB0(g)]χX\(C5B0), ϕ

j
α

⟩
ϕjα


+

∑
j∈Z

∑
β∈Gj

(
a, ψjβ

)
ψjβ


 ∑
α∈Aj

⟨
mB0(g), ϕ

j
α

⟩
ϕjα


=: Π2 (a, [g −mB0(g)]χC5B0) + Π2

(
a, [g −mB0(g)]χX\(C5B0)

)
+Π2 (a,mB0(g))

=: Π
(1)
2 (a, g) + Π

(2)
2 (a, g) + Π

(3)
2 (a, g),

where mB0(g) := [µ(B0)]
−1

∫
B0
g(x) dµ(x).

By the proof of [27, Theorem 4.16], we know that Π
(1)
2 (a, g) ∈ H1

at(X ) ⊂ H log(X )
and ∥∥∥Π(1)

2 (a, g)
∥∥∥
Hlog(X )

≲
∥∥∥Π(1)

2 (a, g)
∥∥∥
H1

at(X )
≲ ∥g∥BMO(X ).

To estimate Π
(2)
2 (a, g), we first deal with |([g − mB0(g)]χX\(C5B0), ϕ

j
α)| for all

(j, α) ∈ A with A as in (4.9). Indeed, by (4.11), [2, Lemma 11.1] and (1.7), we
conclude that∣∣([g −mB0(g)]χX\(C5B0), ϕ

j
α

)∣∣(4.49)

≤ 1√
µjα

∫
X
|g(x)−mB0(g)| e−νδ

−jd(x,xjα) dµ(x)

=
1√
µjα

∫
B(xjα, δj)

|g(x)−mB0(g)| dµ(x)

+
1√
µjα

∞∑
k=1

∫
B(xjα, 2kδj)\B(xjα, 2k−1δj)

|g(x)−mB0(g)| e−νδ
−jd(x,xjα) dµ(x)

≲
√
µjα∥g∥BMO(X ) +

1√
µjα

∞∑
k=1

∫
B(xjα, 2kδj)

|g(x)−mB0(g)| e−ν2
k−1

dµ(x)

≲
√
µjα∥g∥BMO(X ) +

1√
µjα

∞∑
k=1

∫
B(xjα, 2kδj)

[∣∣∣g(x)−m
B(xjα, 2kδj)

(g)
∣∣∣

+

√
µjα

∣∣∣mB(xjα, 2kδj)
(g)−mB0(g)

∣∣∣] e−ν2k−1
dµ(x)
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≲
√
µjα∥g∥BMO(X )

+

√
µjα

∞∑
k=1

e−ν2
k−1

2kn∥g∥BMO(X )

[
1 + log

δj + r0 + d(xjα, x0)

min{δj , r0}

]

≲
√
µjα∥g∥BMO(X )

[
1 + log

δj + r0 + d(xjα, x0)

min{δj , r0}

]
.

By (4.45), we know that, for any j ∈ Z, α ∈ Aj with Aj as in (4.6), and β ∈ Gj
with Gj as in (4.13), ajα, β is a (1, 2)-atom, multiplied by a positive harmless constant,

supported in B(xjα, 10δj), and hence

I :=
∑
j∈Z

∑
α∈Aj

∑
β∈Gj

∣∣([g −mB0(g)]χX\(C5B0), ϕ
j
α

)∣∣ ∣∣∣(a, ψjβ)∣∣∣ ∥∥∥ϕjαψjβ∥∥∥
H1

at(X )

≲
∑
j∈Z

∑
α∈Aj

∑
β∈Gj

∣∣([g −mB0(g)]χX\(C5B0), ϕ
j
α

)∣∣ ∣∣∣(a, ψjβ)∣∣∣ e− ν
2
δ−jd(xjα, y

j
β)

∼
∞∑

j=k0+1

∑
α∈Aj

∑
β∈Gj

∣∣([g −mB0(g)]χX\(C5B0), ϕ
j
α

)∣∣ ∣∣∣(a, ψjβ)∣∣∣ e− ν
2
δ−jd(xjα, y

j
β)

+

k0∑
j=−∞

· · · .

From (4.49) and the proof of [27, Theorem 4.16], via choosing C5 to be largely
enough, we deduce that

I ≲ ∥g∥BMO(X ),

Π
(2)
2 (a, g) ∈ H1

at(X ) ⊂ H log(X ) and∥∥∥Π(2)
2 (a, g)

∥∥∥
Hlog(X )

≲
∥∥∥Π(2)

2 (a, g)
∥∥∥
H1

at(X )
≲ I ≲ ∥g∥BMO(X ).

Finally, we estimate Π
(3)
2 (a, g). From [2, Lemma 10.1], it follows that, for all

j ∈ Z,
Pj1 = 1.(4.50)

From (4.50), a ∈ L2(X ) and Theorem 4.33, it follows that

Π
(3)
2 (a, g) = mB0(g)Π2(a, 1) = mB0(g)a.

By this, Remark 4.6, [49, Proposition 3.2(ii)] and [49, Lemma 3.2], we have∥∥∥Π(3)
2 (a, g)

∥∥∥
Hlog(X )

≲ ∥|mB0(g)− g|M(a)∥Llog(X ) + ∥|g|M(a)∥Llog(X )

≲ ∥|mB0(g)− g|M(a)∥L1(X ) + ∥a∥L1(X )∥|g|∥BMO+(X )

≲ ∥g∥BMO(X ) + ∥g∥BMO+(X ) ≲ ∥g∥BMO+(X ),

which, together with the estimates of Π
(1)
2 (a, g) and Π

(2)
2 (a, g), implies that Π2(a, g)

belongs to H log(X ) and (4.48) holds true.
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By the above proof of (4.48), we conclude that there exists

h := Π̃2(a, g) = Π
(1)
2 (a, g) + Π

(2)
2 (a, g) ∈ H1

at(X )

satisfying that ∥h∥H1
at(X ) ≲ ∥g∥BMO(X ) and

Π2(a, g) = h+ amB0(g),

which, combined with some arguments used in the proof [27, Theorem 4.16], further
implies that Π2 can be extended to a bounded bilinear operator from H1

at(X ) ×
BMO(X ) into H log(X ). This finishes the proof of Lemma 4.44. □

Remark 4.45. Using Π2(f, g) = Π1(g, f) for all f, g ∈ L2(X ) and Lemma 4.43, we
conclude that Π2 as in (4.24) can also be extended to a bounded bilinear operator
from L2(X )× L2(X ) into H1

at(X ).

Before proving Theorem 4.9, we recall the result from [27, Theorem 4.9] on the
boundedness of Π3 as in (4.24). We first formally write

(4.51) Π3(a, g) :=
∑
j∈Z

∑
β∈Gj

(
a, ψjβ

)
ψjβ

∑
γ∈Gj

⟨
g, ψjγ

⟩
ψjγ


for any (1, 2)-atom a and g ∈ BMO(X ), where Gj for any j ∈ Z is as in (4.13).
We point out that, if a, g ∈ L2(X ), then Π3(a, g) in (4.51) coincides with Π3(a, g)
in (4.24) with f replaced by a and, in this case, it is known that Π3(a, g) ∈ L1(X )
(see [27, Lemma 3.3]).

Lemma 4.46 ([27]). Let (X , d, µ) be a metric measure space of homogeneous type.
Then, for any (1, 2)-atom a and g ∈ BMO(X ), Π3(a, g) in (4.51) belongs to L1(X )
and Π3 can be extended to a bounded bilinear operator from H1

at(X )×BMO(X ) into
L1(X ).

Now we are ready to present the proof of Theorem 4.9.

Proof of Theorem 4.9. We first claim that, to prove Theorem 4.9, it suffices to show
that, for any (1, 2)-atom a, supported in a ball B0 := B(x0, r0) with some x0 ∈ X
and r0 ∈ (0,∞), and g ∈ BMO(X ),

(4.52) a× g =

3∑
i=1

Πi(a, g) in (Gϵ0(ϱ, ϑ))
′ ,

where ϵ, ϱ and ϑ are as in Theorem 4.9.
Assuming that (4.52) holds true, we now show Theorem 4.9. Indeed, for any

f ∈ H1
at(X ), from Definition 4.4, it follows that there exist a sequence {aj}j∈N of

(1, 2)-atoms and {λj}j∈N ⊂ C such that f =
∑∞

j=1 λjaj in H
1
at(X ). For any N ∈ N,

let fN :=
∑N

j=1 λjaj . We then obtain

(4.53) lim
N→∞

fN = f in H1
at(X ).

By (4.52), we know that

(4.54) fN × g = Π1 (fN , g) + Π2 (fN , g) + Π3 (fN , g) in (Gϵ0(ϱ, ϑ))
′ .
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We now prove that

(4.55) lim
N→∞

fN × g = f × g in (Gϵ0(ϱ, ϑ))
′ .

To this end, for any h ∈ Gϵ0(ϱ, ϑ), from Lemma 4.8 and (4.53), we deduce that

|⟨fN × g, h⟩ − ⟨f × g, h⟩| = |⟨gh, fN − f⟩| ≤ ∥gh∥BMO(X ) ∥fN − f∥H1
at(X )

≲ 1

V1(x1)
∥h∥G(ϱ, ϑ)∥g∥BMO+(X ) ∥fN − f∥H1

at(X ) → 0

as N → ∞, which proves (4.55).
Moreover, from (4.53), Lemmas 4.37, 4.44 and 4.46, we deduce that

lim
N→∞

Π3(fN , g) = Π3(f, g) in L1(X ),

limN→∞Π1(fN , g) = Π1(f, g) in H1
at(X ), and limN→∞Π2(fN , g) = Π2(f, g) in

H log(X ), which immediately imply that all of them hold true in (Gϵ0(ϱ, ϑ))′. By
these facts, (4.53), (4.54) and (4.55), we obtain

f × g = lim
N→∞

fN × g = lim
N→∞

3∑
i=1

Πi (fN , g)

=
3∑
i=1

Πi(f, g) in (Gϵ0(ϱ, ϑ))
′ ,

which, combined with Lemmas 4.37, 4.44 and 4.46, then completes the proof of
Theorem 4.9 with L := Π3 and H := Π1 +Π2.

Now we show (4.52). From Theorem 4.34 and Remark 4.35, we deduce that

(4.56) g̃ :=
∑
j∈Z

∑
β∈Gj

⟨
g, ψjβ

⟩ [
ψjβ − χ{k∈Z: δk>r1}(j)ψ

j
β(x1)

]
converges in both L2

loc (X ) and BMO(X ).
Now we choose a fixed collection {CN : N ∈ N, CN ⊂ C and CN is finite} as in

(4.22) and let

g̃N :=
∑

(j, β)∈CN

⟨
g, ψjβ

⟩ [
ψjβ − χ{k∈Z: δk>r1}(j)ψ

j
β(x1)

]
=

∑
(j, β)∈CN

⟨
g, ψjβ

⟩
ψjβ =: gN

in BMO(X ).
From the finiteness of CN , it follows that gN ∈ L2(X ), which, together with

Lemmas 4.36 and 4.43, [27, lemma 3.3] and Remark 4.45, further implies that, for
any N ∈ N,

(4.57) agN =

3∑
i=1

Π1 (a, gN ) in L1(X ).

Then we claim that, for any h ∈ Gϵ0(ϱ, ϑ), limN→∞⟨a× g̃N , h⟩ = ⟨a× g̃, h⟩. Indeed,
by the definition of the distribution, the duality between H1

at(X ) and BMO(X ),
Lemma 4.8 and (4.56), we conclude that

|⟨a× g̃N , h⟩ − ⟨a× g̃, h⟩|(4.58)
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= |⟨(g̃N − g̃)h, a⟩| ≤ ∥(g̃N − g̃)h∥BMO(X ) ∥a∥H1
at(X )

≲ 1

V1(x1)
∥h∥G(ϱ, ϑ) ∥g̃N − g̃∥BMO+(X )

≲ 1

V1(x1)
∥h∥G(ϱ, ϑ)

×

[
∥g̃N − g̃∥BMO(X ) +

1√
V1(x1)

∥∥(g̃N − g̃)χB(x1, 1)

∥∥
L2(X )

]
→ 0 as N → ∞.

This shows the above claim.
It is shown in Remark 4.35 that g − g̃ =: c4 is a constant. Let c(N) := g̃N − gN

for any N ∈ N. It is easy to see that c(N) is a constant, depending on N , for each
N ∈ N. From this, (4.58), (4.56), (4.57), Lemmas 4.37, 4.44 and 4.46, Π2(a, 1) = a
and (4.19), we deduce that

a× g = a× g̃ + c4a = lim
N→∞

a× g̃N + c4a = lim
N→∞

[
agN + c(N)a

]
+ c4a

= lim
N→∞

[
3∑
i=1

Πi (a, gN ) + c(N)Π2(a, 1)

]
+ c4a = lim

N→∞

3∑
i=1

Πi (a, g̃N ) + c4a

= Π1 (a, g̃) + [Π2 (a, g̃) + c4Π2(a, 1)] + Π3 (a, g̃)

=

3∑
i=1

Πi (a, g) in (Gϵ0(ϱ, ϑ))′,

which completes the proof of (4.52) and hence Theorem 4.9. □

5. Further remarks

In this section, we list some unsolved problems on bilinear decompositions for
products of functions in Hardy spaces and Lipschitz spaces and their applications
on spaces of homogeneous type.

For any p ∈ (0, 1), x ∈ X and t ∈ [0,∞), let Hp
at(X ) and Lip1/p−1(X ) be

the Hardy space and the Lipschitz space introduced in [14], respectively, φp some
Musielak-Orlicz functions, corresponding to the Musielak-Orlicz-type space Lφp(X )
and Musielak-Orlicz-type Hardy space Hφp(X ).

The following problem is natural extensions of Theorem 4.9.

Problem 5.1. Let (X , d, µ) be a space of homogeneous type and p ∈ ( n
n+1 , 1).

Prove that there exist two bounded bilinear operators L : Hp
at(X )× Lip1/p−1(X ) →

L1(X ) and H : Hp
at(X ) × Lip1/p−1(X ) → Hφp(X ) such that, for all f ∈ Hp

at(X )

and g ∈ Lip1/p−1(X ),

f × g = L (f, g) + H (f, g) in (Gϵ0(ϱ, ϑ))
′ ,

where ϵ ∈ (0, 1] and ϱ, ϑ ∈ (0, ϵ].

Problems (5.1) is also not clear even on Euclidean spaces.
Now we introduce the space Hp

g (X ), which is a variant of [46, Definition 2.2].
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Definition 5.2. Let p ∈ (0, 1], g be a non-constant Lip1/p−1(X )-function. A func-

tion f in Hp
at(X ) is said to belong to the space Hp

g (X ) if [g,M](f), defined by
setting

[g,M](f)(x) := M (g(x)f(·)− g(·)f(·)) (x), ∀x ∈ X ,

belongs to L1(X ), where M is as in (4.2). Moreover, the Hp
g (X )-norm of f is

denoted by

∥f∥Hp
g (X ) := ∥f∥Hp

at(X )∥g∥Lip1/p−1(X ) + ∥[g,M](f)∥L1(X ).

Then we give the second open question of this article, which is an extension
of [46, Theorem 1.3].

Problem 5.3. Let p ∈ ( n
n+1 , 1], (X , d, µ) be a space of homogeneous type, g a

non-constant Lip1/p−1(X )-function when p ∈ ( n
n+1 , 1) or BMO(X )-function when

p = 1, and T a Calderón-Zygmund operator, which is bounded on L2(X ), satisfying
T ∗1 = T ∗g = 0. Prove that the commutator [b, T ] maps continuously from Hp

g (X )
into Hp

at(X ).

Problem 5.3 is unknown even on Euclidean spaces.
In order to introduce the third open problem, let α := n(1/p − 1), Hp

ρ (X ) and
Lipα,ρ(X ) be, respectively, the local Hardy space and local Lipschitz space from [68]
with

D := {B(x, r) ⊂ X : x ∈ X , r ≥ ρ(x)} .

Let φp,ρ be some Musielak-Orlicz type function, which corresponds to the Musielak-
Orlicz-type Hardy space Hφp,ρ(X ).

Now we are ready to state the third open problems of this section, which gener-
alizes Theorem 4.21 and Problem 5.1.

Problem 5.4. Let p ∈ ( n
n+1 , 1), α := 1/p− 1, (X , d, µ) be a space of homogeneous

type satisfying the additional Assumption 4.14 and ρ an admissible function as
in Definition 4.12. Prove that there exist two bounded bilinear operators Lρ :
Hp
ρ (X )× Lipα,ρ(X ) → L1(X ) and Hρ : H

p
ρ (X )× Lipα,ρ(X ) → Hφp,ρ(X ) such that,

for all f ∈ Hp
ρ (X ) and g ∈ Lipα,ρ(X ),

f × g = Lρ(f, g) + Hρ(f, g) in (Gϵ0(ϱ, ϑ))
′ ,

where ϵ ∈ (0, 1) and ϱ, ϑ ∈ (0, ϵ].

Remark 5.5. (i) Let (X , d, µ) := (RD, |·|, dx) be the Euclidean space equipped
with the D-dimensional Lebesgue measure dx and ρ ≡ 1. Then Hp

1 (RD)
coincides with hp(RD) and Problem 5.4 generalizes Theorem 3.1.

(ii) Problem 5.4 is still unclear even on Euclidean spaces.
(iii) The applications of bilinear decompositions in Theorem 4.21 and Problem

5.4 to the endpoint boundedness of commutators associated to the admis-
sible function ρ are also possible, whose explicit forms are more difficult to
predict, the details being omitted.
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Homogènes, (French) Étude de Certaines Intégrales Singulières, Lecture Notes in Mathematics,
Vol. 242, Springer-Verlag, Berlin-New York, 1971.

[14] R. R. Coifman and G. Weiss, Extensions of Hardy spaces and their use in analysis, Bull. Amer.
Math. Soc. 83 (1977), 569–645.

[15] I. Daubechies, Orthonormal bases of compactly supported wavelets, Comm. Pure Appl. Math.
41 (1988), 909–996.

[16] D. Deng and Y. Han, Harmonic Analysis on Spaces of Homogeneous Type, Lecture Notes in
Mathematics, 1966, Springer-Verlag, Berlin, 2009.

[17] J. Duoandikoetxea, Fourier Analysis, Translated and revised from the 1995 Spanish original
by David Cruz-Uribe, Graduate Studies in Mathematics, 29, American Mathematical Society,
Providence, RI, 2001.

[18] X. T. Duong and L. Yan, Duality of Hardy and BMO spaces associated with operators with
heat kernel bounds, J. Amer. Math. Soc. 18 (2005), 943–973.

[19] X. T. Duong and L. Yan, New function spaces of BMO type, the John-Nirenberg inequality,
interpolation, and applications, Comm. Pure Appl. Math. 58 (2005), 1375–1420.
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measure spaces modeled on Carnot-Carathéodory spaces, Abstr. Appl. Anal. 2008, Art. ID
893409, 250 pp.

[37] S. Hou, D. Yang and S. Yang, Lusin area function and molecular characterizations of Musielak-
Orlicz Hardy spaces and their applications, Commun. Contemp. Math. 15 (2013), 1350029, 37
pp.

[38] G. Hu, D. Yang and Y. Zhou, Boundedness of singular integrals in Hardy spaces on spaces of
homogeneous type, Taiwanese J. Math. 13 (2009), 91–135.

[39] T. Hytönen, A framework for non-homogeneous analysis on metric spaces, and the RBMO
space of Tolsa, Publ. Mat. 54 (2010), 485–504.

[40] T. Hytönen and A. Kairema, Systems of dyadic cubes in a doubling metric space, Colloq. Math.
126 (2012), 1–33.

[41] T. Iwaniec, P. Koskela, G. Martin and C. Sbordone, Mappings of finite distortion: Ln logα L-
integrability, J. London Math. Soc. (2) 67 (2003), 123–136.

[42] T. Iwaniec and G. Martin, Geometric Function Theory and Non-Linear Analysis, Oxford
Mathematical Monographs, The Clarendon Press, Oxford University Press, New York, 2001.

[43] P. W. Jones, Extension theorems for BMO, Indiana Univ. Math. J. 29 (1980), 41–66.
[44] P. Koskela, D. Yang and Y. Zhou, A characterization of Haj lasz-Sobolev and Triebel-Lizorkin

spaces via grand Littlewood-Paley functions, J. Funct. Anal. 258 (2010), 2637–2661.
[45] P. Koskela, D. Yang and Y. Zhou, Pointwise characterizations of Besov and Triebel-Lizorkin

spaces and quasiconformal mappings, Adv. Math. 226 (2011), 3579–3621.
[46] L. D. Ky, Bilinear decompositions and commutators of singular integral operators, Trans. Amer.

Math. Soc. 365 (2013), 2931–2958.
[47] L. D. Ky, New Hardy spaces of Musielak-Orlicz type and boundedness of sublinear operators,

Integral Equations Operator Theory 78 (2014), 115–150.
[48] L. D. Ky, Bilinear decompositions for the product space H1

L×BMOL, Math. Nachr. 287 (2014),
1288–1297.

[49] L. D. Ky, On the product of functions in BMO and H1 over spaces of homogeneous type, J.
Math. Anal. Appl. 425 (2015), 807–817.

[50] L. D. Ky, Endpoint estimates for commutators of singular integrals related to Schrödinger
operators, Rev. Mat. Iberoam. 31 (2015), 1333–1373.

[51] R. H. Latter, A characterization of Hp(Rn) in terms of atoms, Studia Math. 62 (1978), 93–101.



RECENT PROGRESS IN BILINEAR DECOMPOSITIONS 209

[52] P. Li and L. Peng, The decomposition of product space H1
L × BMOL, J. Math. Anal. Appl.

349 (2009), 484–492.
[53] Y. Liang, J. Huang and D. Yang, New real-variable characterizations of Musielak-Orlicz Hardy

spaces, J. Math. Anal. Appl. 395 (2012), 413–428.
[54] Y. Liang, E. Nakai, D. Yang and J. Zhang, Boundedness of intrinsic Littlewood-Paley functions

on Musielak-Orlicz Morrey and Campanato spaces, Banach J. Math. Anal. 8 (2014), 221–268.
[55] Y. Liang and D. Yang, Musielak-Orlicz Campanato spaces and applications, J. Math. Anal.

Appl. 406 (2013), 307–322.
[56] Y. Liang and D. Yang, Intrinsic square function characterizations of Musielak-Orlicz Hardy

spaces, Trans. Amer. Math. Soc. 367 (2015), 3225–3256.
[57] L. Liu, D.-C. Chang, X. Fu and D. Yang, Endpoint boundedness of commutators on spaces of

homogeneous type, Submitted.
[58] S. Müller, Weak continuity of determinants and nonlinear elasticity, C. R. Acad. Sci. Paris

Sér. I Math. 307 (1988), 501–506.
[59] E. Nakai and K. Yabuta, Pointwise multipliers for functions of bounded mean oscillation, J.

Math. Soc. Japan 37 (1985), 207–218.
[60] E. Nakai, Pointwise multipliers for functions of weighted bounded mean oscillation, Studia

Math. 105 (1993), 105–119.
[61] M. Reed and B. Simon, Methods of Modern Mathematical Physics. I. Functional Analysis,

Second edition, Academic Press, Inc. [Harcourt Brace Jovanovich, Publishers], New York,
1980.

[62] Z. Shen, Lp estimates for Schrödinger operators with certain potentials, Ann. Inst. Fourier
(Grenoble) 45 (1995), 513–546.

[63] D. Yang, Y. Liang and L. D. Ky, Real-Variable Theory of Musielak-Orlicz Hardy Spaces,
Lecture Notes in Mathematics 2182, Springer-Verlag, Cham, 2017.

[64] D. Yang and S. Yang, Local Hardy spaces of Musielak-Orlicz type and their applications, Sci.
China Math. 55 (2012), 1677–1720.

[65] D. Yang and Y. Zhou, Boundedness of sublinear operators in Hardy spaces on RD-spaces via
atoms, J. Math. Anal. Appl. 339 (2008), 622–635.

[66] D. Yang and Y. Zhou, New properties of Besov and Triebel-Lizorkin spaces on RD-spaces,
Manuscripta Math. 134 (2011), 59–90.

[67] D. Yang and Y. Zhou, Localized Hardy spaces H1 related to admissible functions on RD-spaces
and applications to Schrödinger operators, Trans. Amer. Math. Soc. 363 (2011), 1197–1239.

[68] Da. Yang, Do. Yang and Y. Zhou, Localized BMO and BLO spaces on RD-spaces and appli-
cations to Schrödinger operators, Commun. Pure Appl. Anal. 9 (2010), 779–812.

[69] Da. Yang, Do. Yang and Y. Zhou, Localized Morrey-Campanato spaces on metric measure
spaces and applications to Schrödinger operators, Nagoya Math. J. 198 (2010), 77–119.

[70] K. Zhang, Biting theorems for Jacobians and their applications, Ann. Inst. H. Poincaré Anal.
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